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Abstract

Accurate aerodynamic prediction is critical for the design and optimization of hypersonic vehicles. Turbulence modeling
remains a major source of uncertainty in the computational prediction of aerodynamic forces and heating for these
systems. The first goal of this article is to update the previous comprehensive review of hypersonic shock/turbulent
boundary-layer interaction experiments published in 1991 by Settles and Dodson (Hypersonic shock/boundary-layer
interaction database. NASA CR 177577, 1991). In their review, Settles and Dodson developed a methodology for assessing
experiments appropriate for turbulence model validation and critically surveyed the existing hypersonic experiments. We
limit the scope of our current effort by considering only two-dimensional (2D)/axisymmetric flows in the hypersonic flow
regime where calorically perfect gas models are appropriate. We extend the prior database of recommended hypersonic
experiments (on four 2D and two 3D shock-interaction geometries) by adding three new geometries. The first two
geometries, the flat plate/cylinder and the sharp cone, are canonical, zero-pressure gradient flows which are amenable to
theory-based correlations, and these correlations are discussed in detail. The third geometry added is the 2D shock
impinging on a turbulent flat plate boundary layer. The current 2D hypersonic database for shock—interaction flows thus
consists of nine experiments on five different geometries. The second goal of this study is to review and assess the validation
usage of various turbulence models on the existing experimental database. Here we limit the scope to one- and two-
equation turbulence models where integration to the wall is used (i.e., we omit studies involving wall functions).
A methodology for validating turbulence models is given, followed by an extensive evaluation of the turbulence models on
the current hypersonic experimental database. A total of 18 one- and two-equation turbulence models are reviewed, and
results of turbulence model assessments for the six models that have been extensively applied to the hypersonic validation
database are compiled and presented in graphical form. While some of the turbulence models do provide reasonable
predictions for the surface pressure, the predictions for surface heat flux are generally poor, and often in error by a factor
of four or more. In the vast majority of the turbulence model validation studies we review, the authors fail to adequately
address the numerical accuracy of the simulations (i.e., discretization and iterative error) and the sensitivities of the model
predictions to freestream turbulence quantities or near-wall y* mesh spacing. We recommend new hypersonic experiments
be conducted which (1) measure not only surface quantities but also mean and fluctuating quantities in the interaction
region and (2) provide careful estimates of both random experimental uncertainties and correlated bias errors for the
measured quantities and freestream conditions. For the turbulence models, we recommend that a wide-range of turbulence
models (including newer models) be re-examined on the current hypersonic experimental database, including the more
recent experiments. Any future turbulence model validation efforts should carefully assess the numerical accuracy and
model sensitivities. In addition, model corrections (e.g., compressibility corrections) should be carefully examined for their
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effects on a standard, low-speed validation database. Finally, as new experiments or direct numerical simulation data
become available with information on mean and fluctuating quantities, they should be used to improve the turbulence
models and thus increase their predictive capability.

© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
1.1. Background

Turbulence plays a key role in determining the
aerodynamic forces and heating for hypersonic
vehicles. However, experimental data for turbulence
model validation are difficult to obtain. There
are very few flight tests in the open literature, and
these tests generally provide only small amounts
of data, usually with large experimental uncertain-
ties. There are many more ground-based wind
tunnel tests on simplified geometries in hypersonic
flow. These ground tests generally provide much
more data than the flight tests, and usually with
smaller experimental uncertainties. However, due to
the extremely high velocities found in hypersonic
flow, the hypersonic ground tests generally do not
match the same high total enthalpy and low
freestream turbulence levels typical of hypersonic
flight. The validation of turbulence models with
wind tunnel data thus generally involves significant
extrapolation to flight enthalpies. Because of these
difficulties in obtaining validation data for turbu-
lent, hypersonic flows, designers are forced to
rely heavily on computational fluid dynamics and
the associated models for turbulence, chemistry,
ablation, etc.

The current effort builds on the reviews by
Settles and Dodson [1-4] conducted in the early
1990s. Differences between the Settles and Dodson

reviews and the current work are that the current
effort:

1. has a different scope since only hypersonic flows
are considered,

2. includes new experimental data since 1994,

3. addresses the steps required for validating
turbulence models, and

4. takes the additional step of reviewing and
assessing turbulence models as applied to the
existing hypersonic experimental database.

The current article can be considered both as an
update to the Settles and Dodson work, as well as
an extension which includes the steps of validating
the turbulence models. Finally, we soften the Settles
and Dodson requirement that the upstream bound-
ary layer be fully characterized by the experiment in
cases where the predictive capabilities of the
turbulence model are judged to be sufficiently good,
i.e., flat plates or cylinders with natural transition.

1.2. Scope

The validation of turbulence models should
necessarily include a wide range of flows. However,
the extremely wide range of turbulent flows and
available experimental data are enormous, so we are
forced to limit the scope of this article. Prediction of
the more basic turbulent flows needs to be improved
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Nomenclature yt wall-normal mesh spacing in turbulence
coordinates (y* = u,y/v)
a speed of sound, m/s
A incompressible transformation function Greek letters
B incompressible transformation function
Cp specific heat at constant pressure, J/ o incompressible transformation function
(kg K) B turbulence modeling constant, incom-
Cy skin-friction coefficient pressible transformation function
C, turbulence modeling constant y ratio of specific heats
f general solution variable 0 boundary-layer thickness, m
F compressible to incompressible transfor- Ay height of first cell off the wall, m
mation function & specific dissipation rate, m?/s>
Fy safety factor in the GCI K Karman constant (typically k = 0.41)
G Mangler transformation function 0 density, kg/m?3
he heat transfer coefficient, W /(m? K) u absolute molecular viscosity, kg/(ms)
H total enthalpy, J/kg Ur turbulent eddy viscosity, kg/(ms)
k turbulent kinetic energy, m?/s? v kinematic molecular viscosity, m?/s
/ turbulent length scale, m 0 momentum thickness, m
L reference length, m T shear stress, N/m?
m incompressible transformation function, w turbulence frequency, 1/s
flat plate to sharp cone scaling exponent 4 enstrophy, 1/s?
M Mach number
p order of accuracy of the numerical Subscripts
method, pressure, N/m?
Pr Prandtl number 00 freestream quantity
q square root of turbulent kinetic energy, aw adiabatic wall value
m/s, heat flux, W/m? e boundary-layer edge property
G wall heat flux, W/m? inc incompressible value
r grid refinement factor, recovery factor k grid level (1 = finest grid)
R specific gas constant, J/(kg K) 0 total (stagnation) conditions
Ry¢ Reynolds analogy factor RE Richardson extrapolated quantity
R, nose radius, m T turbulence quantity
Re Reynolds number w wall value
St flat plate to sharp cone scaling factor
St Stanton number Superscript
t time, s
T temperature, K * incompressible value
T" dimensionless total temperature f denotes Reynolds-average of f
Tu turbulence intensity I denotes Favre-average of f
u x-component of velocity, m/s
ut wall-tangent component of velocity in Acronyms
turbulence coordinates
U, turbulence  friction velocity (u, = DNS  direct numerical simulation
(tw/ pw)l/ %), m/s ERCOFTAC European Research Community
v y-component of velocity, m/s on Flow, Turbulence and Combustion
14 total fluid velocity, m/s GCI  Roache’s grid convergence index
X spatial coordinate (usually main flow NASA National Aeronautics and Space Admin-
direction), m istration
X axial distance from the leading edge, m RANS Reynolds-averaged Navier—Stokes
y spatial coordinate (usually wall-normal RMS root mean square

direction), m
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and validated before the more complex flows are
investigated. Furthermore, while we have endea-
vored to include all appropriate experimental and
computational studies, it is inevitable that some
qualified studies will be overlooked. We apologize in
advance for such omissions.

Herein we consider only two-dimensional (2D)/
axisymmetric hypersonic flows, where the free-
stream Mach number is limited to values greater
than or equal to approximately five. In addition,
only wall-bounded flows are considered, thus
eliminating flows such as hypersonic mixing layers
and jets. While there are ongoing research efforts in
advanced turbulence models such as Reynolds stress
models and large Eddy simulation (LES), the most
complex models currently employed in design
studies (where a large number of parametric cases
must be considered) are one- and two-equation
turbulence models. We therefore limit the current
study to these models. We also limit this study to
models where integration of the governing equa-
tions to the wall is performed, thereby eliminating
the use of wall functions. This choice was primarily
driven by the fact that a majority of the cases of
interest for hypersonic flows include shock-bound-
ary-layer interactions, where the assumptions in-
herent in the use of wall functions are difficult to
justify. We further limit our scope to cases where the
transition from laminar to turbulent flow occurs
naturally, and where this transition location is
specified in the experimental description. The focus
here is not on the prediction of transition, which
itself is a difficult challenge for hypersonic flows.
Finally, the effects of surface roughness, ablation,
chemical reactions, real gases, and body rotation are
all neglected as the existing experimental database
does not yet adequately address these phenomena.

In most cases, turbulence models are expected to
be valid for a wide range of problems and not
“tuned” for a very limited class of turbulent flows
(this latter approach more closely resembles model
calibration or parameter fitting than a true predic-
tion). Therefore, the testing of a turbulence model
for high speed flows should include the evaluation
of the model for all speeds and various flow
geometries to determine its limitations. Here we
limit our study to include only those models which
have a well-established validation history over a
wide range of flow conditions including low-speed
flows. We therefore will not discuss efforts where
the researchers propose model improvements, but
do not address the effects of these model improve-

ments on the prior model validation heritage. We
strongly recommend that future high-speed turbu-
lence modelers test their compressible flow model
improvements on a standard set of incompressible
flows as well, or at least give arguments as to why
their corrections will not impact low-speed flows.
See Marvin and Huang [5] for a recommended set of
external aerodynamics test cases in the subsonic
through supersonic regime.

1.3. Molecular transport for hypersonic flows

Due to the difficulties of reproducing high
enthalpy environments in ground-based facilities,
experimental freestream static temperatures are
often quite low, sometimes on the order of 50K
or below. In addition, the most common test gases
are air, nitrogen, and helium. For these reasons,
appropriate molecular models for viscosity and
thermal conductivity should be used. See Appendix
D for recommended low temperature molecular
transport models for both air and nitrogen.

1.4. Turbulence

1.4.1. Physics

The Navier—Stokes equations contain all of the
physics necessary to simulate turbulent flows.
However, due to the wide range of length and time
scales associated with simulating turbulence at
Reynolds numbers typical of flight vehicles, this
direct simulation approach for turbulence is well
beyond the capabilities even of today’s fastest
computers. Engineers are thus forced to rely on
turbulence models, which account for the effects of
the turbulence rather than simulate it directly. The
simplest turbulence modeling approach is Reynolds-
Averaged Navier—Stokes (RANS), where all of the
turbulent length and time scales are modeled via
temporal filtering of the Navier—Stokes equations.
For compressible flows, density-weighted (or Favre)
averaging is used. See Wilcox [6] for details of the
Reynolds and Favre averaging procedures.

1.4.2. Compressibility effects

Typically turbulence models have been developed
for incompressible flows and then extended without
much change to compressible flows. This approach in
many cases is not adequate. For complex turbulent
flows, Coakley et al. [7] have recommended correc-
tions to apply to the two-equation k—¢ and k—w
turbulent eddy viscosity models. In addition, Aupoix
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and Viala [8] have proposed corrections to the k—¢
model for compressible flows. The authors have used
flat plate flows and mixing layers to assess the
compressible corrections introduced. Significant ef-
forts to assess turbulence models for compressible
flows have occurred at NASA Ames Research
Center. The results of these investigations have been
published by Horstman [9], Horstman [10], Coakley
and Huang [11], Huang and Coakley [12], Coakley et
al. [7], Bardina et al. [13], and Bardina et al. [14]. See
A.1 for additional discussion of the compressibility
effects for hypersonic flows.

2. Turbulence model validation methodology

The turbulence model validation methodology
presented herein is influenced heavily by the work of
Marvin [15] and Marvin and Huang [5]. The
proposed validation framework [16] includes guide-
lines for documentation, model sensitivities, and
model validation. In addition, it is recommended
that a significant effort be made to estimate the
numerical accuracy of the simulations as part of the
validation procedure. Listed below are six criteria
for assessing the models. The first three criteria
(2.1-2.3) focus on the thorough documentation of
the model evaluation efforts. Details of the flow case
and the models used must be given in enough detail
so that the results are reproducible by other
researchers. The last three criteria (2.4-2.6) list the
specific standards for evaluating the models. The
turbulence models should be evaluated by first
establishing the numerical accuracy of the simula-
tions, then by examining model sensitivities, and
then finally by validation comparisons to experi-
mental data.

2.1. Cases examined

Details of (or references to) the specific flow
problem examined should be given including flow-
field geometry and relevant physics (ideal gas versus
equilibrium thermochemistry, transport properties,
etc.). All required boundary conditions should be
listed including inflow and outflow conditions, wall
boundary conditions for temperature, incoming
boundary-layer thickness, freestream turbulence
intensities, a measure of the freestream turbulence
dissipation rate, etc. One of the difficulties encoun-
tered in the specification of computational bound-
ary conditions is that the level of information
required may not be fully characterized in the

experiment. For example, a large number of
otherwise excellent hypersonic validation data sets
fail to report the thickness of the turbulent
boundary-layer upstream of the interaction region;
this information is especially important when the
boundary layer is tripped to force transition to
turbulence. It should be clearly stated whether the
flow is fully turbulent or transitional. Finally, the
data available for model validation should be given
(feature location, surface quantities, turbulent field
profiles, etc.).

2.2. Turbulence models examined

It should be clearly stated which form of the
turbulence model is employed. It is strongly
recommended that the standard model constants
be used so as to build on prior turbulence model
validation efforts. Where applicable, the form of the
low Reynolds number wall damping functions used
should be stated. The treatment of the near-wall
regions should also be listed (i.e., integration to the
wall versus wall functions).

2.3. Model implementation issues

The form of the governing equations should be
given. For example, different results may be found
when employing the full Navier—Stokes, thin-layer
Navier—Stokes, parabolized Navier—Stokes, viscous
shock layer equations, or boundary-layer equations.
The boundary conditions employed in the simula-
tion, including both flow properties and turbulence
quantities, should be specified. Finally, any limiting
of the turbulence quantities should be discussed.
For example, limiting of the ratio of production to
dissipation of turbulent kinetic energy to some ratio
(e.g., P/pe<?) is often used. In addition, realize-
ability constraints on the turbulence variables and/
or normal turbulent stresses [17] should also be
discussed.

2.4. Efforts to establish numerical accuracy

The numerical accuracy of the simulations is an
important factor to consider when comparing to
experimental data; for example, if the numerical
accuracy of pressure distributions is estimated to be
+20%, then agreement with experimental data
within 5% does not mean the model is accurate
within 5%. The first step towards determining the
accuracy of the simulations is code verification, i.c.,
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building confidence that the code is solving the
governing equations correctly. Code verification can
be performed by comparison of the code results to
exact solutions to the governing equations, highly
accurate numerical benchmark solutions, or by the
method of manufactured solutions [18-21]. Once
one has confidence that the code is verified, then the
accuracy of the individual solutions must be
verified. Solution accuracy includes assessing the
errors due to incomplete iterative convergence [16],
temporal convergence for unsteady problems, and
grid convergence [18,21]. Methods for estimating
the grid convergence errors based on systematic grid
refinement [22] tend to be the most reliable and are
applicable to any type of discretization including
finite-difference, finite-volume, and finite-element.
Grid convergence error estimates for hypersonic
flows are complicated by the presence of shock
waves, which tend to reduce the spatial order of
accuracy to first order on sufficiently refined meshes
[23,24], regardless of the nominal order of the
spatial discretization scheme.

2.4.1. Grid convergence

Discretization error is defined as the difference
between the exact solution to the discrete equations
and the exact solution to the original partial
differential equations. Discretization error can be
estimated by performing computations on two or
more meshes. The Richardson extrapolation proce-
dure [18] can be used to obtain an estimate of the
exact solution from the relation

-5
3 5

Sre=/1+ (1)

where 1 denotes the fine mesh and 2 the coarse
mesh. This relation assumes that the numerical
scheme is second-order, that both mesh levels are in
the asymptotic grid convergence range, and that a
mesh refinement factor of two (i.e., grid doubling) is
used. A more general expression for the Richardson
extrapolated value is given by

Sre =11 +M’ (2)

|

where r is the grid refinement factor and p is the
order of accuracy (either formal or observed). The
formal order of accuracy can be found from a
truncation error analysis of the discretization
method. If solutions are available on three meshes,

then the observed order of accuracy can be
calculated from

_ In[(f5 —15) /(> = /)]
In(r)

; (€)

where 2 now denotes the medium mesh and 3 the
coarse mesh. Here it is assumed that the refinement
factor between the coarse and medium mesh is equal
to that between the medium and fine mesh.

The accuracy of the solutions can be estimated
using the exact solution approximated by frg Which
gives the discretization error as

% Error of f; = 100% L =T we RE 4)
SR
where k= 1,2, etc. is the mesh level. Since it is
equally possible that the true exact solution is above
or below this estimate, it is generally recommended
that some factor of safety be included in the error
estimate. Roache [22] combines the concept of a
factor of safety along with absolute values to produce
an error band rather than an error estimate. The
resulting error (or numerical uncertainty) estimate is
referred to as the Grid Convergence Index, or GCI.
The GCI thus produces an error (or uncertainty)
band around the fine mesh solution and is given by

Fy fa=/h
GCI = 2
l’ffl

P —

)

When solutions from only two meshes are available,
Roache recommends a factor of safety of three. For
three meshes where the observed order of accuracy
agrees with the formal order of accuracy, a much less
conservative value of Fy=1.25 is suggested by
Roache.

2.4.2. lIterative convergence

When iterative or relaxation methods are em-
ployed, an additional error source arises due to
incomplete iterative convergence. The numerical
error due to incomplete iterative convergence is
usually assessed by evaluating norms of the
residuals, where the residual is defined by substitut-
ing the current numerical solution into the dis-
cretized governing equations. For steady-state
flows, the residual is calculated with the steady-
state terms only, even if the temporal terms are
included to speed up the convergence process. The
residuals will approach zero as the steady-state
solution is reached and the current solution satisfies
the discretized form of the steady equations. These
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residuals can generally be driven to zero within
machine round-off tolerance; however, this extreme
level of iterative convergence is generally not
necessary. Many studies (e.g., [16,20]) suggest that
for computational fluid dynamics simulations, the
residual reduction levels correlate quite well with the
actual iterative error in the flow properties.

2.5. Turbulence model sensitivities

Model sensitivity studies should be performed
to determine practical guidelines for model use.
A systematic study of the effects of the freestream
turbulence levels on the numerical predictions
should be performed. The normal spacing at the
wall (y7) should also be varied in order to test
model robustness and accuracy for both integration
to the wall and wall functions. In addition to
establishing the solution accuracy, a mesh refine-
ment study can also be used to determine a given
turbulence model’s sensitivity to the mesh density.

The sensitivity to the freestream turbulence levels
can manifest in two forms: changes in the location
of transition from laminar to turbulent flow and
changes in the eddy viscosity levels in the turbulent
region. The former may actually be a desirable
characteristic when bypass transition is being
modeled, while the latter is generally undesirable.
Experimental evidence [25,26] suggests that surface
properties (e.g., shear stress) in the fully-developed
turbulent region are generally not affected by
freestream turbulence intensity, at least in the case
of low-speed flows.

2.6. Turbulence model validation results

Model validation results should be presented in a
quantitative manner rather than qualitatively. For
example, the percent difference between the predictions
(with demonstrated numerical accuracy) and experi-
ment should be plotted or explicitly stated. Whenever
possible, experimental error bounds should be given
for all measurements used for validation. These error
bounds should include contributions from instrument
uncertainty, experimental run-to-run uncertainty, phy-
sical model alignment uncertainty, flowfield non-
uniformities, etc. Bias errors are generally difficult to
quantify, so if possible, multiple measurement techni-
ques should be employed and, furthermore, tests in
multiple facilities should be performed. Techniques are
available for converting some experimental bias errors
into random uncertainties [27].

3. Turbulence validation database for 2D/
axisymmetric hypersonic flows

3.1. Overview

The validation of turbulence models must rely on
real-world observations, i.e., experimental data, to
establish model accuracy. The experimental data
have been mainly obtained from wind tunnels, where
detailed measurements can be performed, rather than
in flight. There is a long history of high speed
turbulent wind tunnel flow experiments. Compilation
of experimental data for compressible turbulent
boundary layers up to approximately 1980 is given
in AGARD reports by Fernholz and Finley [28-30].
For high speed compressible turbulence, an experi-
mental database has been developed by Settles and
Dodson [1-4] for two- and three-dimensional shock-
wave boundary-layer interaction flows, attached
boundary layers, and free shear flows. The hyperso-
nic portions of these databases are described below
along with other more limited reviews. In addition, a
discussion is provided on the role of both correla-
tions and direct numerical simulation (DNS) data in
turbulence model validation.

3.2. Previous experimental databases

3.2.1. AGARD experimental review

There has been a significant effort by Fernholz
and Finley [28-30] to document available experi-
mental data for compressible turbulent flow up to
about 1980. A total of 77 experiments are reviewed
with 59 given in Ref. [28] and 18 given in Ref. [29].
A further compilation of compressible boundary-
layer data is given in Ref. [30]. The number of
hypersonic experiments is limited. In addition, these
reports do not provide a clear recommendation for
a limited list of experiments that should be used for
validation of turbulence models.

3.2.2. Experimental reviews by Settles and Dodson

A very careful assessment of validation experiments
for compressible turbulent flow was performed by
Settles and Dodson in the early 1990s [1-4]. They
developed a list of eight necessary criteria for validation
experiments which is given below (in abbreviated form)
in the order in which they were applied.

1. Baseline applicability: Supersonic or hypersonic
turbulent flow with shock wave/boundary layer
interaction.
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2. Simplicity: Experimental geometries sufficiently
simple that they may be readily modeled by CFD
methods.

3. Specific applicability: Must provide useful experi-
mental data for testing turbulence models.

4. Well-defined experimental boundary conditions:
Sufficient boundary condition data must be
supplied to allow CFD solutions to be performed
without any assumptions.

S. Well-defined experimental error bounds: Must
provide an analysis of the accuracy and repeat-
ability of the data.

6. Consistency criterion: All data must be self-
consistent (i.e., different measurements cannot
be contradictory).

7. Adequate documentation of data: Data must be
available in tabulated form and capable of being
put into machine-readable form.

8. Adequate spatial resolution of data: Sufficient
data must be presented such that key features of
the flow are clearly resolved.

In addition to the above necessary criteria, the
following desirable criteria were also used in the
evaluation of the experiments:

1. Turbulent data: Turbulent properties (Reynolds
stress, etc.) of the flow field are given.

2. Realistic test conditions: Flow conditions and
boundary conditions typical of actual hypersonic
flight.

3. Non-intrusive instrumentation: Preference is given
to non-intrusive experimental data.

4. Redundant measurements: Preference is given to
experiments in which redundant data are taken.

5. Flow structure and physics: Preference is given to
those experiments that reveal flow structure and
physical mechanisms.

The initial study [1] examined 105 experimental
studies of shock wave interactions with turbulent
boundary layers at Mach 3 or higher. There are five
experiments at hypersonic conditions that were
considered as acceptable while seven experiments
at supersonic conditions that were considered as
acceptable. The second study [2] examined 39
experiments of attached boundary layers with
pressure gradients and 45 supersonic turbulent
mixing layer experiments. The authors recom-
mended nine experiments as acceptable for attached
boundary layers with pressure gradients and three
experiments as acceptable for supersonic turbulent

mixing layers. The last report [3] has reviewed seven
additional experiments and has corrections to three
of the previously reviewed experiments. A summary
of the supersonic and hypersonic shock/boundary-
layer interaction experiments has been published in
Ref. [4].

None of the references to the acceptable super-
sonic experiments are included in the list of
references of this review, but are available in Ref.
[4]. For hypersonic flow conditions, seven experi-
ments on six flow geometries are classified as
acceptable for validation of turbulence models.
The data for all of the acceptable experiments are
tabulated in the Settles and Dodson reports and
available in electronic format. The Settles and
Dodson flow geometries have been numbered with
the first four being 2D or axisymmetric and the next
four being 3D experiments. Additional flow geome-
tries or flow problems will be discussed in this
paper, with a total of seven geometries being
recommended for turbulence model validation.
The Settles and Dodson flow geometries numbers
are as follows:

(1) Two-dimensional compression corner. For a free-
stream Mach number of 9, the wall pressure and
heat flux have been determined in the experi-
ment of Coleman and Stollery [31].

(2) Cylinder with conical flare. For a freestream
Mach number of 7, the wall pressure and heat
flux have been measured and flow field surveys
have been made in the experiment of Kussoy
and Horstman [32].

(3) Cone with conical flare. For a freestream Mach
number of 11 and 13, the wall pressure and heat
flux have been measured in the experiments of
Holden et al. [33] and Holden [34].

(4) Axisymmetric impinging shock. For a freestream
Mach number of 7, the wall pressure, skin
friction and heat flux have been measured and
flow field surveys have been made in the
experiment of Kussoy and Horstman [35].

(5) Flat plate with two fins (crossing shocks). For a
freestream Mach number of 8.3, the wall
pressure and heat flux have been measured,
and surveys in the flow field have been made in
the experiment of Kussoy and Horstman [36].

(6) Flat plate with 3D fin. For a freestream Mach
number of 6, the wall pressure and heat flux
have been measured in the experiment of Law
[37]. For a freestream Mach number of 8.2, the
wall pressure and heat flux have been measured
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and surveys in the flow field have been made in
the experiment of Kussoy and Horstman [38,39].
For hypersonic flow at Mach 4.9, the Rodi and
Dolling experiments [40] are also acceptable.

(7) Cylinder with skewed flare. For hypersonic flow,
Settles and Dodson have no available experi-
ments.

(8) Three-dimensional compression corner  with
sweep. For hypersonic flow, Settles and Dodson
have no available experiments.

3.2.3. ERCOFTAC database

A comprehensive database of European work
is being developed on the web [41] and has
the name FEuropean Research Community on
Flow, Turbulence and Combustion (ERCOFTAC).
A complete review of this database has not yet been
performed, but most of the databases are presently
very limited as this effort is in the early stages of
development.

3.2.4. Holden database

A review of the hypersonic experiments that have
been performed at Calspan has been made by
Holden and Moselle and reported in Ref. [42].
There are numerous experiments that have been
performed that are of interest:

(1) Sharp and blunted cones at Mach 11 with
laminar, transitional and turbulent flow have
been investigated. This work is documented by
Holden [43].

(2) Flow over a cone/flare model at Mach 11-16 has
been investigated. Earlier experiments on this
flow geometry is one of the Settles and Dodson
acceptable experiments. This work is documen-
ted by Holden [44].

(3) Two-dimensional compression corner [42].

(4) Flat plate with 3D fin [34,42].

(5) Flat plate [42,45,46].

(6) Two-dimensional impinging shock [42,47,48].

3.2.5. Other limited reviews

It has been nearly 15 years since a comprehensive
review has been performed on the new experiments
in hypersonic flow. There have been several limited
reviews of hypersonic experiments at the California
Institute of Technology by Hornung [49] and
hypersonic flow research in Europe by Groenig
and Olivier [50].

3.3. Theory-based correlations

Theory-based correlations exist for two of the
simpler geometries discussed herein: the flat plate
and the sharp cone. In some respects, theory-based
correlations can be considered superior to any single
experimental data set since they mitigate the
experimental bias errors that vary from facility to
facility as well as bias errors associated with a given
measurement technique.

3.3.1. Correlations for the flat plate

The turbulence properties of interest are the
wall skin friction, heat transfer, and profiles of
velocity and temperature across the boundary layer.
While a summary of the flat plate correlations is
presented here, a detailed discussion can be found in
Appendix B.

Correlation of skin-friction data: The basic ap-
proach which transform the experimental compres-
sible local skin friction and momentum thickness
Reynolds number to incompressible values for a flat
plate is the Van Driest II theory [S1]. Squire [52]
estimates that the accuracy of the Van Driest II
correlation is within +3% for the flat plate. Based
on the sometimes erratic agreement between experi-
ments and the correlation (e.g., see [53,45]), we feel
that this error estimate is somewhat optimistic and
should be increased to at least £5% for hypersonic
flows.

Correlation of heat transfer: Reynolds’ analogy is
used to predict the wall heat flux, which is expressed
as the compressible Stanton number St=gq,/
[pette(Hyw — H,y)]. Reynolds’ analogy is written in
terms of the compressible local skin friction
28t/ Cy = Ryr, where Ry is the Reynolds analogy
factor. Experiments indicate that 0.9< R, <1.3.
While there are insufficient reliable experimental
data to establish the Reynolds analogy factor, for
hypersonic flows a reasonable choice at present
appears to be R,y = 1. Additional work is needed to
establish the appropriate value for the Reynolds
analogy factor for hypersonic flow.

Mean velocity profiles: In the log-law region,
similarity of the Favre-averaged velocity & can be
obtained with the Van Driest velocity transforma-
tion (see Appendix B). Huang et al. [54] have also
obtained the transformed velocity from the wall to
the edge of the boundary by taking into account the
viscous sublayer and by including a wake function.
This procedure gives the skin friction, velocity, and
temperature profiles as a function of the Reynolds
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number. It has been developed as a seven step
procedure with iteration of the solution until
converged (see Appendix B for details).

Mean temperature profiles: The general form of
the mean temperature across the zero-pressure
gradient turbulent compressible boundary layer as
a function of the mean turbulent velocity and
turbulent kinetic energy is

T = Ty — oil — pit* — y7k. (6)

Huang, Bradshaw, and Coakley (HBC) [54] have
developed the temperature equation by neglecting
the convective terms in the momentum and energy
equations. Their analysis (see Appendix B) yields
the following relations for the variables in Eq. (6):

o= (PVT/Cp)(qW/TW)a ﬂ = PrT/ZCP’

T :PVT/Cp- (7

3.3.2. Correlations for the sharp cone

One of the problems with the sharp cone is the
lack of a theoretical correlation of the experi-
mental data to use as a benchmark solution. For
laminar flow, the skin friction and heat transfer
for a flat plate are multiplied by +/3 to obtain
the cone values. There does not appear to be a
well established approach to transform the turbu-
lent flat plate results to the cone. Van Driest [55]
has suggested an approximate approach that has
been developed further in the book by White [56]
using the von Karman momentum integral relation
(sece Appendix C for more details). The flat
plate skin friction and wall heat flux are multiplied
by a scale factor G that gives the Cone Rule as
follows:

(Cf)cone = G(Cf)plate7 (qw)cone = G(Qw)plale» (8)

where G = +/3 = 1.732 for laminar flow and G ~
1.13 for turbulent flow.

A correlation of the heat transfer on axisym-
metric flight vehicles with flat plate relations has
been investigated by Zoby and Sullivan [57] and an
additional correlation including ground data has
been investigated by Zoby and Graves [58]. The
former includes six references for experimental data
on sharp cones where the Mach number varies from
2.0 to 42. An assessment of the theoretical
correlations for sharp cones was given in Roy and
Blottner [59].

3.4. Direct numerical simulation database

The numerical solution of the unsteady Navier—
Stokes equations with refined grids as formulated in
the DNS and LES methods has the potential of
providing an accurate numerical simulation data-
base with limited or no turbulence modeling
assumptions. However, the increased fidelity of
these approaches requires additional temporal and
spatial information for the specification of the initial
and boundary conditions. As computer speed and
memory size have increased, the accuracy and
capabilities of these computational fluid dynamic
approaches have increased and will increase in the
future. Next a brief indication is given of the
turbulent flat plate and sharp cone flow problems
that are being solved with the DNS and LES
methods.

Martin [60]: Martin [60] has started to develop a
DNS database of hypersonic turbulent boundary-
layer flows over a flat plate. She provides a review of
previous DNS solutions that have been obtained for
high speed compressible flows. The list includes a
review of other work as well as her previous papers
with coworkers. Martin has obtained DNS solu-
tions for perfect gas and reacting air flows over a flat
plate. Martin presented DNS solutions for perfect
gas flow with the gas viscosity modeled with a
power law dependence on temperature. The simula-
tions use freestream conditions corresponding to an
altitude of 20 km and the Mach number varies from
3 to 8. The wall temperature is specified to be nearly
the adiabatic temperature. At Mach 8, the wall
temperature is 2713 K and would result in signifi-
cant dissociation of the oxygen in air. The perfect
gas model is not adequate to simulate these physical
flow conditions. From the simulation solutions
obtained, the mean flow velocity across the bound-
ary layer has been determined, then transformed
with the Van Driest transformation to incompres-
sible form, and presented in figures for the cases
simulated. No information is presented on the wall
skin friction and heat transfer. This work is
important as it is starting to provide useful DNS
solutions at hypersonic flow conditions. However,
there is a need to extend this work by obtaining
simulations with a gas model that are more
appropriate for flight conditions or modify the flow
to wind tunnel conditions.

Yan et al. [61]: Yan et al. [61] have obtained LES
solutions with the Monotonically Integrated LES
(MILES) technique for flat plate flow at Mach
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number 2.88 and 4. Both adiabatic and isothermal
wall boundary conditions are used. The authors
have provided a list of researchers that have studied
compressible LES with no work performed at
hypersonic flow conditions. The authors’ velocity
profile predictions are compared to the law of the
wall analysis and experimental data of Zheltovodov
at Mach 2.9 and 3.74, although the computations
are at a lower Reynolds number than the experi-
ment. LES temperature profiles are also compared
to experimental data. The comparisons for velocity
and temperature at Mach 2.9 are good but the
comparison at Mach 4 is poor. The interesting
results of this investigation are concerned with heat
transfer and Reynolds analogy. The authors in-
dicate that Reynolds analogy factor is Ry =
2St/C¢ = 1/Prym = 1.124 where the mean Prandtl
number Pry, = 0.89. At Mach 4, the LES solution
gives R,r = 1.23 while the experimental value is
R, = 1.12. The Reynolds analogy factors differ by
10%. The simulations obtained in this article
indicate the potential of the LES technique to help
validate turbulence models; however, the subgrid
scale model required in LES can affect the results
and therefore is a limitation of this approach.
Pruett and Chang [62]: The Pruett and Chang [62]
investigations are concerned with DNS of hyperso-
nic boundary-layer flows on sharp cones and cone-
flare models. The initial work in 1995 is an
approximate simulation of the geometry and flow
conditions in the wind tunnel experiment of Stetson
et al. [63]. A 7° half-angle cone in a Mach 8 flow is
simulated. The inviscid flow at the edge of the
boundary layer is specified, and the wall tempera-
ture is specified as the laminar adiabatic wall
temperature, which is given as 611 K. The free-
stream properties are estimated from the Sims tables
[142], which give the total temperature as 733K,
static temperature as 53K, and the unit Reynolds
number as 3.407 x 10° /m. Pruett and Chang [64] in
1998 published an investigation of DNS of hyper-
sonic boundary-layer flow on a flared cone. The
DNS solution is for the quiet (low freestream
turbulence) wind tunnel experiment of Lachowicz
et al. [65], where the freestream turbulence has been
reduced significantly. The axial length of the cone-
flare model is 0.51 m and the sharp cone axial length
is 0.254 m. The freestream flow conditions for the
simulation are specified as Mach number 8, static
temperature 55 K, total temperature 450 K, and unit
Reynolds number 8.85 x 10°/m. In both of the
above DNS the air viscosity is determined with

Sutherland viscosity law, and a perfect gas model is
used. Although the Pruett and Chang DNS
computations do not provide useful information
on fully developed turbulent flow on the conical
part of the models, the numerical simulations
indicate the future potential for providing valuable
data for validation of compressible turbulence
models.

Comments on DNS database: For flows without
chemical reactions and for typical flight conditions,
the wall temperature needs to be sufficiently low.
The maximum gas temperature occurs in the
boundary layer due to viscous dissipation and can
be sufficiently high to produce vibrational excita-
tion. Complete simulation without chemical reac-
tions requires a vibrational non-equilibrium model.
The solutions from the complete model can be
bounded by using perfect gas and thermally perfect
gas models, which makes DNS solutions with these
models valuable. The gas models need a more
appropriate viscosity model than Sutherland visc-
osity law. For hypersonic wind tunnel conditions,
the stagnation temperature is sufficiently high to
have vibrational excitation while the freestream
temperature in the test section is low. The model
requirements are the same as for flight conditions as
vibrational non-equilibrium effects can be impor-
tant. Keyes viscosity model should be used due to
the low gas temperatures. The desired database
should include a matrix of accurate solutions which
depend on Mach number, boundary-layer momen-
tum thickness Reynolds number, and wall tempera-
ture. A series of solutions should be obtained with
only one of the variables varying and with the other
two variables held constant. These solutions would
provide a database that can be used to validate the
Van Driest transformation approach to correlate
compressible turbulent skin friction and heat
transfer (Stanton number) and to determine the
Reynolds factor in the Reynolds analogy. In
addition, the DNS method should be extended to
flow over sharp cones. The database would help
to determine the Mangler transformation required
to transform compressible turbulent flow for the
axisymmetric case to the 2D case.

3.5. Updated hypersonic turbulence model validation
database

In this section we present our recommendations
for the current 2D/axisymmetric experimental data-
base for validating turbulence models. We adhere to
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Settles and Dodson’s necessary criteria for accep-
tance of experiments into the validation database
[1-4] with one exception. Here we relax criteria #4
(well-defined experimental boundary conditions)
and allow cases where the boundary layer is not
characterized upstream of the interaction region as
long as this upstream boundary layer can be
adequately predicted by turbulence models or
correlations (i.e., for flat plates, cylinders, or sharp
cones where an equilibrium boundary layer has
been established). Note that in the original Settles
and Dodson validation database, they also appear
to have relaxed this requirement for the Coleman
and Stollery/Elfstrom [31,66,67] compression corner
experiment.

3.5.1. Previous flow geometries with adverse pressure
gradient

This section describes the four 2D/axisymmetric
hypersonic flow geometries that were assessed in the
Settles and Dodson database [1-4]. For each of
these flow geometries, we present both the experi-
ments that were included in the Settles and Dodson
database, as well as new experiments conducted
since 1994 which we recommend for inclusion in a
2D/axisymmetric hypersonic validation database.
The experiments discussed in this section are
included as Cases 14 in Table 1.

3.5.1.1. Case 1: 2D compression corner. There are
two hypersonic experiments for the 2D compression
corner which are deemed acceptable with some
caveats. The first experiment was conducted in the
Mach 9 nitrogen gun tunnel and includes heat
transfer measurements (see [31,66]) and surface
pressures from a separate experiment (see [67]).
The second experiment was conducted at the
Calspan 48 in and 96 in shock tunnels at Mach §
by Holden [48].

Coleman and  Stollery/Elfstrom  experiment
[31,66,67]: Elfstrom [67] reported surface pressure
measurements and Coleman and Stollery [31] and
Coleman [66] reported surface heat transfer mea-
surements for a Mach 9.22 flow over a 2D wedge/
compression corner. The wedge angle was varied
between 15° and 38°, and includes flows which are
nominally attached, at incipient separation, and
fully separated. It is not fully clear whether or not
the pressure [67] and heat transfer [31] measure-
ments had the same upstream length for the flat
plate. While this experiment is considered accepta-
ble by Settles and Dodson, there are no numerical

Table 1
Turbulence validation database for 2D/axisymmetric hypersonic
flows

Case  Flow geometry Experiments
no.
1 2D compression Coleman and Stollery/Elfstrom
corner [31,66,67]
Holden [48]
2 Cylinder with Kussoy and Horstman [32]
conical flare Babinsky and Edwards [68,69]
3 Cone with conical Holden [44]
flare
4 Axisymmetric Kussoy and Horstman
impinging shock [35,70,71]
Hillier et al. [72-75]
5 2D impinging shock ~ Kussoy and Horstman [38]
Schulein et al. [76-78]
6 Flat plate/cylinder Van Driest (VDII)* [51]
Huang et al. (HBC)® [54]
Aupoix et al. (AVC) [8]
Hopkins and Keener [79-81]
Horstman and Owen [82-84]
Coleman et al. [85]
Kussoy and Horstman [36,38]
Hopkins et al. [86,87]
Holden et al. [42,45,46,48,88]
7 Sharp circular cone Van Driest (VDII)*[51] and
White® [56]
Kimmel [89,90]
Rumsey et al. [91,92]
Chien [93]

Hillier et al. [94-97]
Holden et al. [42-44,46,48,98]

#Denotes a data correlation.

uncertainties on the surface quantities given in
Refs. [31,67], nor are any uncertainties presented in
the Settles and Dodson reviews [1,4]. Holden [48]
points out that the interaction region in the Cole-
man and Stollery/Elfstrom experiments may be too
close to the transition zone, resulting in a different
trend of separation zone size versus Reynolds
number than seen in equilibrium turbulent bound-
ary layers, which require a distance of approxi-
mately 50-100 boundary-layer thicknesses between
the transition point and the interaction region. Once
the oncoming turbulent boundary layer has reached
an equilibrium state, the trend should be a decrease
of separation zone size (and incipient separation
point) with increasing Reynolds number, while these
experiments showed the opposite trend.
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Holden experiment [48]: Due to the concerns
regarding the equilibrium nature of the upstream
boundary layer, the compression corner experi-
ments conducted by Holden [48] are also included
here, although they too fail to report uncertainties
on the surface measurements. While no upstream
boundary-layer profile is measured in this experi-
ment, the surface quantities compared well to the
Van Driest II correlations [99]; furthermore, the
transition location can be casily determined from
the surface skin friction and heat transfer measure-
ments made on a flat plate and reported in the same
reference. The freestream Mach number for this
case is approximately 8, and the ratio of wall
temperature to the freestream stagnation tempera-
ture was 0.3. The Reynolds number based on the
boundary-layer thickness at the interaction location
was varied between 100,000 and 10 million.
Measurements are reported for surface pressure,
skin friction, and heat transfer in the interaction
region for wedge angles of 27°, 30°, 33°, and 36° and
along the flat plate in a configuration without the
wedge. Span effects were also investigated and
shown to be negligible. This was the first experiment
to show the reversal of the separation zone size and
incipient separation with Reynolds number within
the same experiment. To our knowledge, this
experiment has not been employed for validating
turbulence models.

3.5.1.2. Case 2: cylinder with conical flare. There
are two experiments which meet the Settles and
Dodson criteria for the axisymmetric cylinder-flare
geometry. The first was included in the Settles and
Dodson review and was performed by Kussoy and
Horstman [32] at NASA-Ames Research Center.
The second is a more recent experiment performed
in the HSST supersonic blow-down wind tunnel and
is detailed by Babinsky [69] and Babinsky and
Edwards [68].

Kussoy and Horstman Experiment [32]: Kussoy
and Horstman [32] studied the flow over axisym-
metric ogive-cylinder-flares at a freestream Mach
number of 7 for flare angles between 20° and 35°.
Data include surface pressure and surface heat
transfer both upstream of the shock/boundary-layer
interaction (see Case 6: flat plate/cylinder flow) and
in the interaction region. Pitot-probe surveys
through the boundary layer are presented at various
axial locations for the 20° flare case only, with the
boundary-layer surveys upstream of the interaction
confirming a fully-developed turbulent boundary

layer. Information is given on freestream RMS
values for stagnation temperature and mass flux as
well as temperature for the water-cooled model
surface. The data set includes experimental uncer-
tainty estimates for each measured quantity. De-
rived boundary-layer quantities (displacement
thickness, momentum thickness, etc.) are also
reported upstream of the interaction. Surface data
were taken at 90° locations to confirm that the flow
was axisymmetric, and multiple runs were con-
ducted to reduce run-to-run uncertainty. A rela-
tively long model was employed to allow for natural
(non-tripped) transition to occur at approximately
0.4 to 0.8m from the tip, which is at least 0.6 m
upstream of the interaction region.

Babinsky and Edwards Experiment [68,69]: Ba-
binsky and Edwards [68] conducted careful experi-
mental studies of cylinder-flare flows at Mach 5.1
for flare angles between 3° and 20°, with additional
details presented by Babinsky [69] for flare angles of
15° and 20°. The experiments were conducted in the
supersonic blow-down wind tunnel (HSST) at DRA
Fort Halstead, Great Britain using a Mach 5 nozzle
that included a cylindrical centerbody which ex-
tended upstream of the test section to the nozzle
throat. This centerbody was deemed necessary to
allow for the formation of a fully-developed
turbulent boundary layer without the use of flow-
intrusive boundary-layer tripping mechanisms.
However, the use of the centerbody led to the
presence of non-negligible axial gradients of pitot
pressure (10% variation) and Mach number (3%
variation) in the test section. Data were presented
for surface pressure, surface heat transfer (via high-
resolution liquid crystal thermography), and pitot
pressure through the boundary layer at various
axial stations. Detailed experimental uncertainties
were also provided for each of the measured
quantities. Derived quantities presented include
velocity profiles, skin friction, boundary-layer thick-
ness, and displacement thickness. Conventional
theory suggests that for flare angles of 20° and
below, no separation will occur. However, investi-
gations using shear stress sensitive liquid crystals
showed a small separated region (possibly in the
laminar sublayer) for both the 15° and 20° flare
cases. The authors suggest that the presence of
this small separation zone destroys the similarity
between pressure and heat transfer.

3.5.1.3. Case 3: cone with conical flare. There is
only one experiment for the cone/conical flare case
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that is appropriate for turbulence model validation.
Holden [44] performed experiments in Calspan’s 96
in shock tunnel at Mach numbers of 11 and 13. This
is one of Settles and Dodson’s accepted hypersonic
experiments; however, there is some discrepancy
regarding the references. Settles and Dodson [1,4]
reference a 1984 AIAA Paper [34], a 1986 CUBRC
internal report [33], and a 1988 AFOSR technical
report [100], all by Holden and coworkers. How-
ever, the initial reporting of these cone/conical flare
experiments was not until 1991 in Ref. [44], and this
is confirmed by examining Refs. [42,101] which are
reviews of the experimental hypersonic program
conducted at Calspan. In any case, the data
presented by Settles and Dodson [1] does appear
to be the same data given in Refs. [44,101]. It should
be noted that there is also some question regarding
the flare angle for this case. Ref. [44] does not make
it clear whether the flare angle is measured from the
symmetry axis or from the initial cone angle of 6°,
while Ref. [101] clearly shows that the flare angle
should be measured from the symmetry axis.
However, Settles and Dodson [1] state that the flare
angles should be measured from the 6° forecone,
and crude angles measured from Schlieren photo-
graphs in Refs. [44,101] seem to support this
conclusion. Subsequent communications with the
author of Ref. [44] confirmed that the flare angle
should be measured from the 6° cone, not the
symmetry axis [102].

Holden experiment [44]: Holden [44] studied the
flow over 6° (half angle) cones with conical flares at
freestream Mach numbers of 11 and 13 for flare
angles of 30° and 36° as measured from the forecone
(36° and 42° from the symmetry axis). The smaller
flare angle represents an incipient separated flow
case, while the larger angle a fully separated flow.
Data include surface pressure and heat transfer as
well as pitot pressure and total temperature within
the interaction region. Experimental uncertainties
are given for the freestream conditions as well as
heat transfer coefficient (£5%) and pressure coeffi-
cient (£3%).

3.5.1.4. Case 4. axisymmetric impinging shock. There
are two different axisymmetric impinging shock
experiments which are deemed acceptable for turbu-
lence model validation. The first is a series of
experiments conducted by Kussoy et al. at a Mach
number of 7 on a cone-ogive-cylinder model
[35,70,71]. The second is a more recent experimental

investigation by Hillier et al. at Mach 9 on a hollow
cylinder model [72-75].

Kussoy and Horstman Experiment [35,70,71]:
Kussoy and Horstman studied the flow over an
axisymmetric cone-ogive-cylinder model at a free-
stream Mach number of 6.9. Axisymmetric cowls of
7.5° and 15° were used to impinge axisymmetric
shock waves onto the turbulent boundary layer on
the cylinder. Surface data include surface pressure,
heat transfer, and skin friction [35,70]. Pitot
pressure, static pressure, and total temperature were
surveyed throughout the interaction region [35,70].
Ref. [71] also presents turbulence intensity and
Reynolds stress profiles for these two cases. The
cowl length is relatively short, thus the leading
shock wave and subsequent expansion fan merge
before the shock impinges on the surface. It is
therefore strongly recommended that future com-
putations of this experiment also include the viscous
boundary layer on the outer cowl itself. The length
of the model cylinder is 3.3m, thus suggesting a
fully-developed turbulent boundary layer is formed
well ahead of the interaction region. The model
surface is water-cooled to maintain a temperature of
300K. The data set includes experimental uncer-
tainty estimates for each measured quantity, with
the exception of the turbulence measurements of
Ref. [71]. Derived boundary-layer quantities (dis-
placement thickness, momentum thickness, etc.) are
also reported upstream of the interaction. Settles
and Dodson [1] give the experimental data for the
15° shock generator case in tabular form.

Hillier et al. Experiment [72-75]: Hillier et al. [72]
studied the flow over an axisymmetric cone-ogive-
cylinder model at a freestream Mach number of 8.9
and Reynolds number of 52 x 106/m. An axisym-
metric cowl with a quadratic expression for the
shock-generating surface is used to impinge an
axisymmetric shock wave onto the turbulent
boundary layer formed on the cylinder. Surface
data include surface pressure and heat transfer.
Transition of the boundary layer on the cylinder
begins at 80 mm and ends at 170 mm, with the shock
interaction occurring at roughly 520 mm. Due to the
curved nature of the shock-generating cowl, it is
recommended that computations of this experiment
also include the viscous boundary layer on the outer
cowl itself. Although not reported in the experi-
mental description, the model surface temperature
was 300 K [103]. The data set includes experimental
uncertainty estimates for the surface pressure and
heat transfer. An additional discussion of the
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experimental uncertainties is given in Ref. [73]
which quotes uncertainties of £4% and +7% for
surface pressure and heat transfer, respectively.
More recent data for shock generator angles of
4.7° (attached flow) and 10° (separated flow) are
given by Murray and Hillier [74,75] for a hollow
cylinder forebody. Although no experimental un-
certainties were quoted in these last two references,
the same experimental techniques that were
used in Refs. [72,73] were employed. Personal
communication with one of the authors confirmed
the uncertainty levels given above [103]. For
the 10° shock generator case, the length of the
shock-generating outer cowl had to be reduced to
prevent choking of the shock system. This recent
experiment has not yet been used in the validation
of one- or two-equation turbulence models but is
recommended.

3.5.2. New flow geometries with and without pressure
gradient

In this section we discuss the three new flow
geometries which should be added to the 2D/
axisymmetric hypersonic turbulence database. The
first is the 2D impinging shock problem and is
referred to as Case 5. Cases 6 and 7 are zero-
pressure gradient flows (flat plate/cylinder and cone
flow) where the simplicity of the flow also allows the
development of theoretical correlations.

3.5.2.1. Case 5: 2D impinging shock. A 2D imping-
ing shock occurs when an externally generated
oblique shock impinges on a flat plate boundary
layer. There are two experimental data sets that
satisfy the Settles and Dodson criteria: Kussoy and
Horstman [38] conducted a careful experimental
study of the 2D impinging shock case in the Ames
3.5ft Hypersonic Wind Tunnel at Mach 8.2, and
Schulein et al. [76-78] studied a similar geometry at
Mach 5.

Kussoy and Horstman Experiment [38]: Kussoy
and Horstman [38] studied a 2D oblique shock
impinging on a turbulent flat plate boundary layer
at a freestream Mach number of 8.2 for effective
wedge angles of 5°, 8°, 9°, 10°, and 11°. Data
include surface pressure and heat transfer both
upstream of the shock/boundary-layer interaction
(see Case 6: flat plate/cylinder flow) and in the
interaction region. Mean flow surveys through the
boundary layer are given for the undisturbed
boundary layer (i.e., without the shock generator)
in the vicinity of the shock interaction. Surveys in

the interaction are alluded to in the report but
are not presented (these may be included on a
computer disk which is mentioned in the report).
The model is water-cooled to maintain a surface
temperature of 300 & 5K. The data set includes
extensive experimental uncertainty estimates for
each measured quantity, but not for the freestream
conditions. A relatively long 2.2m model was
employed to allow for natural (non-tripped)
transition to occur approximately 0.5 to Im
from the leading edge, which is at least 0.5m
upstream of the interaction region. The model
length results in a fully developed, equilibrium
turbulent boundary layer (confirmed by the flow-
field surveys) that is nearly 4cm thick near the
interaction region.

Schulein et al. Experiment [716-78]: Schulein and
coworkers [76-78] have also studied a 2D oblique
shock impinging on a turbulent flat plate boundary
layer. The flow is at Mach 5 and wedge angles of 6°
to 14° were studied. The flat plate was 0.5m long
and 0.4m wide, with natural transition occurring
0.1 m from the leading edge, as judged by peak skin-
friction. For all shock generator angles, the inter-
action occurs approximately 0.35m from the lead-
ing edge. The spanwise extent was chosen to ensure
2D flow, which was further confirmed by surface
pressure and pitot survey data taken at various
spanwise locations. The Reynolds number based on
distance from the leading edge at the interaction
region was 13 x 10°, and the boundary-layer thick-
ness at this location was approximately 5mm.
The wall temperature is 300 & 5K. The original
report [76] gives pitot surveys in the interaction
region, as well as wall static pressures with an
estimated uncertainty of £5% [78]. Surface skin
friction (obtained via optical means) and heat
transfer data are also available in Ref. [77] and
uncertainties in the interaction region for both are
given as £10% [78].

3.5.2.2. Case 6: flat plate/cylinder. The uniform
viscous flow over a flat plate or cylinder is
considered, where a laminar to turbulent boundary
layer develops along the surface. The 2D zero-
pressure gradient turbulent boundary-layer flow
problem is unique. Theoretical analyses of this case
for perfect gas flows have been performed which
result in correlations of the experimental results.
The turbulent properties of interest are the wall skin
friction, heat transfer, and profiles of velocity and
temperature across the boundary layer.
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A survey has been performed of authors that have
used hypersonic turbulent boundary-layer experi-
mental data with zero-pressure gradient to validate

Table 2

Model geometries and freestream conditions for hypersonic flat plate/cylinder database

485

correlations of skin friction and Stanton number
and correlations of velocity and temperature pro-
files. Tabulation of the survey is given in Table 2

Investigator/geometry Date M. Cy St Profiles Tabulated data reference
Sommer—Short [104] (hollow 1953 5.63,6.9, 7.0 Yes No No Peterson [105]
cylinder, flight range)
Korkegi [106] 1956 5.79 Yes AdW No Peterson [105]
Hill [107] (conical nozzle, nitrogen 1956 8.3-9.1 Yes Yes Yes F&F 5901
gas)
Hill [108] (conical nozzle, nitrogen 1959 8.27,9.07, Yes Yes No Hill [108], Peterson [105]
gas) 10.04
Tendeland [109] (cone-cylinder) 1958 5.04 No Yes No Spalding—Chi [110], Author
Brevoort—Arabian [111] 1958 5.05 No Yes No Spalding—Chi [110], Author
(downstream inside cylinder)
Winkler—Cha [112] 1959 5.14, 5.22, Yes Yes Yes F&F 5902

5.25
Winkler—Cha [112] 1961 5.14, 5.22, No Yes Authors [112], Peterson [105]

5.25
Matting et al. [113] (flat wind tunnel 1961 6.7, 9.9 Yes AdW Yes Peterson [105]
wall, helium gas)
Moore [114] 1962 5 No No Yes F&F 6201
Young [115] 1965 5 Yes Yes Yes F&F 6506
Wallace-McLaughlin 1966 7.4, 8.1, 10.7 Yes Yes No Cary—Bertram [53]
Wallace [117] 1967 7.4, 8.1, 10.7 No Yes No No tabulation
Heronimus [118] 1966 4.6 to 11.7 Yes Yes, No Cary [119]

AdW

Neal[120] 1966 6.8 Yes Yes No No tabulation
Cary—Morrisette [121] (wedge 1968 6.8, 6.0, 5.3 No Yes No Cary—Bertram [53]
o=-5,0,5)
Hopkins et al. [86] 1969 6.5 Yes AdW Yes Authors [86]
Hopkins et al. [87] 1970 6.5 Yes Yes Yes Authors [87]
Hopkins et al. [122] 1972 6.5 Yes Yes Yes Authors [122]
Cary [123] 1970 6 No Yes No Cary—Bertram [53]
Weinstein [124] (10 deg wedge) 1970 8,6.8,6,52 No Yes No Cary—Bertram [53]
Hopkins—Keener [80] (tunnel wall) 1972 7.4 Yes No Yes F&F 7203
Keener—Hopkins [81] (thermally 1972 6.2-6.5 Yes No Yes F&F 7204
perfect gas)
Owen—Horstman [82] (cone-ogive- 1972 7.2 Yes Yes Yes F&F 7205, Authors [82]
cylinder)
Horstman—Owen [83] (cone-ogive- 1972 7.2 Yes Yes Yes Authors [83]
cylinder)
Owen et al. [84] (cone-ogive- 1975 7.0 Yes Yes Yes No tabulation
cylinder)
Holden [45] 1972 6.8-13 Yes Yes No Author [45]
Holden electronic database [46] 2003 Author [46]
Coleman et al. [85] (flat plate 1972 7.15-9.22 No Yes Yes Cary—Bertram [53]
negative angle)
Watson et al. [125] (wedge, helium) 1973 9-10 Yes Yes Yes F&F 7305
Watson [126] (wedge, helium) 1978 10-11.6 Yes Yes Yes F&F 7804
Laderman—Demetriades[127] (wind 1974 9.4 Yes No Yes F&F 7403
tunnel wall)
Kussoy—-Horstman [38] 1991 8.18 Yes Yes Yes Authors [38]
Kussoy-Horstman [36] 1992 8.28 Yes Yes Yes Authors [36]

AdW, adiabatic wall; F&F x, Fernholz and Finley case x.
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where the experiments are for flat plate flows in air
unless indicated otherwise. Since the correlations
have been developed for perfect gas flows and fully
developed zero-pressure gradient flow, the experi-
mental database is limited to flat plates, wedges,
wind tunnel walls and cylindrical body flows. Also
the flow properties should be measured sufficiently
far downstream where the turbulent flow is fully
developed. Upstream history effects can signifi-
cantly influence the database as the non-equilibrium
turbulent effects sometimes persisting 1000s of
boundary-layer thicknesses downstream [48].

For validation of correlation theory and turbu-
lence models, direct measurement of skin friction,
heat transfer, velocity profiles, and temperature
profiles should be made. In addition, the hypersonic
experimental database should be limited to the same
flow geometry (flat plate) with zero-pressure gra-
dient and same freestream perfect gas model. The
sharp wedge and flat plate produce the same
turbulent boundary layer as the flow Reynolds
number approaches infinity. Flow along hollow
cylindrical geometries with decreasing transverse
curvature effects approaches flat plate flow. While
cylindrical geometries with conical or ogive nose
geometries produce initial disturbances that influ-
ence the boundary layer, far downstream a flat
boundary layer is obtained. Wind tunnel wall
boundary layers also have upstream history effects
that impact the attainment of a flat plate flow.

Many of the earlier experiments did not measure
both the skin friction and the wall heat transfer and
are not as useful. While most experiments are
performed in air, two experiments use helium gas
and one uses nitrogen gas. The ideal hypersonic
experimental database for validation of correlation
theories becomes very small if one applies all of the
restrictions mentioned above. However, many of
the experiments in Table 2 have been useful in
establishing the accuracy of the correlation theories
and determining the validity of turbulence models
(see Section 4.5.2). Many of the experiments are
useful in direct comparison between turbulent
model predictions and experimental results to
establish turbulent model validation. This approach
is a significantly larger computational effort, but
would also help in the evaluation of the importance
of the differences in the experiments.

An extensive database of compressible turbulent
flows in a standard form has been compiled by
Fernholz and Finley [28-30] as discussed in 3.2.1.
This database is limited to 2D flows where flow

profile data are available in tabular form. Assess-
ment of the data quality or significance of the data is
not complete. Tabulated data is given for the edge
and wall flow properties and survey properties
across the boundary layer. The hypersonic database
given in the Fernholz and Finley reports include a
number of experiments where either real gas effects
were an issue, a fully turbulent boundary layer was
not established after transition process, or the wind
tunnel side wall was used to generate the boundary
layer (thus bringing the equilibrium nature of the
boundary layer into question). As a result, the
Fernholz and Finley reports are of limited value.

Two experiments which will be included from the
Fernholz and Finley database are those of Hop-
kins—Keener and Horstman—Owen (discussed in
detail below). Additional hypersonic experiments
that have not been included in earlier database
reviews and are considered useful are discussed
below.

Hopkins— Keener [719-81] (Fernholz & Finley Cases
6601, 7203 and 7204): The initial work by Hopkins
and Keener [79] was concerned with measuring the
properties of the turbulent boundary layer on the
side wall of the NASA Ames 8 x 7ft supersonic
wind tunnel at Mach 2.4-3.4. The next investiga-
tions were performed in the NASA Ames 3.5ft
hypersonic wind tunnel. Hopkins and Keener [80]
measured the local skin friction, total-temperature
profiles, and pitot-pressure profiles on the hyperso-
nic wind tunnel wall. Although the pressure gradient
1s small near the measurement location, there
appears to be significant upstream history effects
in this experiment. Keener and Hopkins [81]
investigated the wind tunnel air flow over a flat
plate at Mach 6.2-6.5. The total temperature of
the freestream was 764—1028 K and the temperature
at the edge of the boundary layer was 73K or
greater. The analysis of the air flow properties
included corrections for calorically imperfect gas
effects. The boundary-layer properties were investi-
gated with forced and natural transition. Surface
properties measured: pressure, temperature, and
wall shear stress. Properties measured across
boundary layer: static pressure, pitot pressure, and
total temperature.

Horstman— Owen [82-84] (Fernholz & Finley Case
7205): This investigation was performed for air flow
over an axisymmetric cone-ogive-cylinder at Mach
7.2 in the NASA Ames 3.5ft hypersonic wind
tunnel. The total temperature of the freestream air
was 667 K and the temperature at the edge of the
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boundary layer was 59K. Natural transition
occurred along the body and the boundary layer
became an equilibrium, constant pressure flow
downstream on the body. The transverse curvature
effects are considered to be negligible for this
geometry. Fluctuating properties of the flow were
also measured and («')/u, =0.17 at y/6=1.1,
which gives an indication of the turbulent intensity
in the freestream flow. Surface properties measured:
pressure, temperature, wall shear stress. Properties
measured across boundary layer: pitot pressure,
total temperature.

Additional experiments that have not been
included in the Fernholz and Finley database
[28,30] follow below.

Coleman— Elfstrom— Stollery [85] (see also Refs.
[31,66,67]): The compressible turbulent boundary
layer on a flat plate was studied at a freestream
Mach number of 9 in the Imperial College no. 2 gun
tunnel. The total temperature of the freestream air
was 1070 K. The local boundary-layer edge Mach
number was varied (Mach 3, 5, and 9) by changing
the incidence of the plate from 0° to 26.5°. Both
natural and tripped boundary layer flows were
investigated. Theory based on Spalding—Chi skin-
friction and Reynolds analogy was used to predict
the Stanton number for the three Mach numbers.
There was an increased discrepancy between mea-
surements of heat transfer and the prediction of the
theory as the Mach number was increased. Surface
properties measured: static pressure and heat
transfer. Properties measured across boundary
layer: pitot pressure.

Kussoy— Horstman [36,38]: The experiments were
conducted with flow over a water-cooled flat plate in
the NASA Ames 3.5ft hypersonic wind tunnel at
Mach 8.2. The flat plate without a sharp fin is the
database that is being considered. The plate surface
was maintained at a constant surface temperature of
300 £ SK. In the first experiment [38], the proper-
ties of the boundary layer 1.87m from the leading
edge were determined. In the second experiment
[36], the properties of the boundary layer 1.62m
from the leading edge were determined. Natural
transition occurred between 0.5 and 1.0m from
the leading edge. A fully developed, equilibrium
boundary layer was established at the measurement
location. Tabulated results are presented for
boundary-layer surface and edge properties.
Tabulated results for the wvelocity, density and
temperature profiles are also given for the measure-
ment location. Surface properties measured: static

pressure and heat transfer. Properties measured
across boundary layer: pitot pressure, static pres-
sure, and total temperature.

Hopkins et al. [86,87,122]: The initial experiments
were performed by Hopkins et al. [86] on simple
shapes for turbulent boundary layers with nearly
zero-pressure gradient in the NASA Ames 3.5ft
hypersonic wind tunnel. Local skin friction and heat
transfer data were measured on flat plates (Mach
6.5 and 7.4), cones (edge Mach 4.9, 5.0, and 6.6),
and the wind tunnel wall (Mach 7.4). Skin-friction
data are given in tabulated form. The next experi-
ments were performed by Hopkins et al. [87] on a
sharp leading edge flat plate in the same Ames
facility. Flat plate skin-friction was measured
directly with an edge Mach number of 6.5. The
skin-friction experimental database at various mo-
mentum thickness Reynolds numbers and adiabatic
wall temperature ratios are given in tabulated form.
Hopkins et al. [122] conducted further flat plate
experiments in the same Ames facility. This study
provides additional results to those previously
reported by Keener and Hopkins [81], but at a
higher Reynolds number. The model was injected
into the airstream at various angles of attack, which
resulted in local Mach numbers at the measuring
station of 5.9, 6.4, 6.9, 7.4, and 7.8. No boundary-
layer trips were used. The model surface tempera-
ture was nearly isothermal. Direct measurements of
skin friction and velocity profiles were made for the
various Mach numbers and for 7'y, /T,y = 0.3 and
0.5. Real gas corrections as given in Ref. [128] were
used in the analysis of the data. Tabulated results of
the database are given in the article. Surface
properties measured: wall shear stress with a skin-
friction balance. Properties measured across bound-
ary layer: pitot pressure.

Holden [42,45,46,48,88]: Experiments [48,45] were
conducted on a flat plate in the Calspan 48 in and 96
in shock tunnels at Mach numbers 6.8-13. Steady
flow was established in these facilities in 1 or 2ms.
The investigation measured the wall shear stress and
the heat flux. The wall skin friction and heat
transfer results were transformed with the Van
Driest, Eckert, and Spalding—Chi methods and
compared in figures to the incompressible results.
The experimental data is approximately within 30%
of the incompressible results, which is more scatter
than expected from experimental results. The paper
[45] provides tabulated test conditions, heat trans-
fer, and skin-friction. Another experiment [88] was
conducted in the Calspan tunnels on a flat plate
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with a constant curvature surface downstream with
a freestream Mach number of 8. The upstream part
of the database on the flat plate could be useful, but
needs further evaluation. A brief summary of
experiments performed on flat plates is given by
Holden and Moselle [42]. An electronic database
[46] of results from the many experiments per-
formed by Holden is now available on the internet
to qualified users. A further evaluation of the
usefulness of the Holden flat plate database needs
to be performed.

3.5.2.3. Case 7: sharp circular cone. The sharp cone
model is defined by the cone half-angle (angle
between cone axis and cone surface) and the length
L along the cone axis. The axial distance along the
center of the cone from the tip is defined as X and
distance along the cone surface from the tip is
defined as x to be consistent with flat plate notation.
The basic flow properties in the freestream are
defined by specifying the Mach number, total
temperature, and freestream unit Reynolds number
Reyso, which are tabulated in Table 3 for the current
sharp cone experimental database being evaluated.
The cone surface temperature is obtained from the
specification of the wall to total temperature ratio.
The other properties of the freestream flow are
obtained from the following perfect gas relations:

_1 -1
T =Ty {1 + (Z)M&} :
TW:(TW/TO)T05 7):14’

oo = \/VRT w0, U = oM,

Poo = Moo Reuco /tico,

Table 3
Model geometries and freestream conditions for cone database

y— 1 ) -y/(=1)
el (30

The nose radius R, of the sharp cones is only
available for the Kimmel experiment.

Rumsey et al. [91,92]: Rumsey and coworkers
[91,92] performed a number of flight tests with
vehicles with a sharp-cone nose and at various
supersonic/hypersonic Mach numbers. The Rumsey
and Lee [91] report has data at Mach 5.15 and has
been included as a potential part of the present
sharp cone database. The authors present much of
the needed database information in figures. The
freestream unit Reynolds number is not consistent
with the value determined from the 1976 Standard
Atmosphere conditions with the altitude given (10%
difference). The accuracy of this database has not
been estimated, but it is valuable as limited
hypersonic flight data is available.

Stainback et al. [129]: The experimental results
[129] were obtained in the NASA Langley 20 in
hypersonic wind tunnel in air. The authors obtained
the Stanton number along the surface of a 10° sharp
cone at Mach 6 and 8. The Mach 6 results are given
in their Figs. 3 and 13. The study was also
concerned with boundary-layer transition to turbu-
lent flow and the authors measured the unsteady
wall pressure. Tabulated test conditions and bound-
ary-layer edge properties are given. This database
has been used for validation of transition models.

Chien [93]: Chien [93] performed a wind tunnel
investigation on the skin friction and heat transfer
on a 5° half-angle sharp cone of length 0.656 m at a
freestream Mach number of 7.9. The experimental
investigation was conducted in the Naval Ordnance
Laboratory Hypersonic Wind Tunnel in air. Chien
has tabulated the test conditions for 11 runs. The

Investigator Cone half- Cone R, x10° (m) M Ty (K) Tw/To Reyoo /1 X 10~¢
angle length (m)
Rumsey et al. [91,92] 7.5° 0.7874 — 5.15 1265 0.591 31.0
Stainback et al. [129] 10° ~ 0.5 — 6 500 0.6 329
Chien [93] 5° 0.656 — 7.90 816 0.351 352
Kimmel [89,90] 7° 1.016 5.0 7.93 722 0.420 6.60
Hillier et al. [94-96,130] 7° 0.5783 — 9.16 1063 0.273 55.0
Holden: cone 6° 0.7073 — 13.04 1739 0.173 15.60
[42,43,46,48,98]
Holden: cone-flare [44] 6° 2.667 — 10.96 1509 0.199 12.07
Pruett (DNS) [62] 7° 1.427 0 8.0 733 0.834 3.407
Pruett (DNS) [64] 7° 0.254 0 6.0 450 0.865 8.950
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Stanton number as a function of the boundary-layer
edge properties and surface distance is tabulated for
the 11 runs with different freestream conditions. In
addition, surface skin-friction measurements were
obtained in four of the runs and these values are
also tabulated. The measured Stanton numbers are
compared to four analytical turbulence models.

Kimmel [89,90]: The experiment by Kimmel
[89,90] was conducted in the Hypersonic Wind
Tunnel B at Arnold Engineering Development
Center where six test conditions were used. The
investigation is concerned with boundary-layer
transition on a 7° sharp cone model of length 1 m
at Mach 7.9. In addition, the aft part of the model
could be flared or an ogive. Results of this
experimental investigation were initially published
in the proceedings of an ASME meeting [89] and
later published in Ref. [90] with limited changes.
The flow conditions are specified with the Mach
number and total temperature held constant, while
the unit freestream Reynolds number is varied by
changing the total pressure. The surface pressure,
surface temperature, and wall heat transfer were
measured along the model. The heat transfer
measurements are given in figures as the Stanton
number as a function of x/L or boundary-layer
edge Reynolds number with length scale x. The
sharp cone results for a freestream unit Reynolds
number 6.6 million per meter can be more readily
obtained from this article. Boundary-layer edge
conditions are not specified.

Hillier et al. [94-96,130]: At the Antibes Work-
shop on Hypersonic Re-entry Flows, which is
documented in the books by Desideri et al. [94],
the sharp cone is the first hypersonic turbulent flow
problems to be solved by participants. Denmann et
al. [95] obtained the experimental database in the
Imperial College Number 2 Gun Tunnel, where
Mach 9.2 nitrogen flow over a 7° cone of length
0.58 m is investigated. The flow in the nozzle is not
uniform, but is like a spherical source flow, which
gives a Mach number gradient along the nozzle.
Mallinson et al. [96] have performed further
calibration of the gun tunnel flow to determine
improved input conditions for hypersonic flow
computations. Measurements obtained are pressure
and heat transfer (Stanton number) along the cone
surface. The pitot pressure is measured across the
boundary layer at two locations along the cone.
With the assumption that the static pressure is
constant across the boundary layer, the Mach
number across the boundary layer is obtained from

the Rayleigh pitot formula. The wall pressure and
Stanton number along the cone surface are given.
Lawrence [130] presented at the workshop results
that compare his prediction of total pitot pressure
across the boundary layer with the experimental
data. Hillier et al. [131] have obtained further data
for a new cone test model. The authors present the
Stanton number as a function of a Reynolds
number (distance along the surface and freestream
properties). In 1993, Abgrall et al. [132] present an
update of the European Hypersonic Database and
the number one problem in the database is the sharp
cone problem.

Holden [42-44,46,48,98]: Over more than 30
years, Holden has investigated many hypersonic
flow problems experimentally and recently created a
database of the measured results. Two experiments
have been performed that can contribute to the
sharp cone database. Holden performed the tests at
the experimental facilities at Calspan in the 96 in
shock tunnel in air. The testing time in this shock
tunnel is approximately 25ms, which makes the
change of the model wall temperature very small
during a run. The models used in the two tests are as
follows:

6° sharp cone: An initial investigation was
performed by Holden [48] in 1977 and has limited
information provided on the model description and
on the freestream flow properties in the tunnel.
Documentation of the next experimental results
with the same model is presented in Ref. [43]. This
study is mainly concerned with boundary-layer
transition on 6° sharp and blunt cones at angle of
attack in Mach 11 and 13 flows. However, the heat
flux as a function of distance along the sharp cone at
zero angle of attack is given and the boundary layer
has transitioned from laminar to turbulent flow. It
appears the distance is along the surface of the cone
and measured from the nose-tip junction point,
which is not specified. It is estimated that the
junction point is 0.15m from the cone tip and the
cone length is 0.71 m. In 1992, Holden [42] reviewed
his experiments concerned with hypersonic flow and
created a database of work performed from 1965 to
1991. The database includes the sharp cone work
reported in the 1985 paper; however, little new
information is presented on the turbulent boundary
flow properties. Holden performed further experi-
ments on this model in 1995 and Ref. [98] is mainly
concerned with the transition issue. Tabulated data
of freestream flow conditions for a list of tunnel
runs is given and includes the conditions for Run 2.
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In addition, tabulated data on the model config-
uration, angle of attack, freestream Mach number,
and unit Reynolds number for the list of runs are
also given. New measured wall pressure and heat
flux along the cone surface for the sharp cone at
zero angle of attack are given. For these tunnel test
runs, the turbulent boundary layer has not become
fully turbulent. Described in Ref. [46] is the further
development of Holden’s hypersonic database. The
sharp cone database is available on a CD ROM and
on the CUBRC website (http://www.cubrc.org/
aerospace/index.html) to qualified applicants. It
does not appear that a complete database for
experiments performed on the 6° sharp cone model
is available in the open literature and the informa-
tion available at Holden’s website has not yet been
investigated. Tabulation is needed of the skin
friction and heat flux along the cone for the various
test conditions. The tabulated properties at the edge
of the boundary layer are required for the correla-
tion of the skin friction and Stanton number.

6° cone with 30° flare: The experimental study by
Holden was conducted at Mach 11, 13 and 15 and
the results documented in a 1991 AIAA paper [44].
Tabulation of the stagnation and freestream
test conditions for the three shock tunnel runs is
given. For these flow conditions, the boundary
layer is fully turbulent well upstream of the cone/
flare junction. The measured wall pressure and
heat transfer along the cone/flare model for three
runs are given. Holden measured the pitot pressure
and total temperature across the boundary
layer, and the velocity profiles across the boundary
layer have been determined from the measurements.
Tabulation of the measured turbulent boundary-
layer properties are not available in the references
reviewed here. Location of the cone/flare junction
point is not specified in this paper but is not
necessary for the solution on the 6° cone with
the reasonable assumption that the upstream
effect of the flare can be neglected. However,
for the profile data, distance is measured from the
cone/flare junction point. In the 1992 and
2003 database papers, Holden et al. do not
provide additional information on the cone/flare
experiment.

For Holden’s experiments, the total temperature
is sufficiently high that freestream conditions may
include real gas effects due to vibrational excitation.
Holden has assumed the gas is in thermodynamic
equilibrium in the shock tunnel so vibrational
nonequilibrium effects are neglected. This review

assumes that the wall temperature of the model is at
room temperature of 300 K.

3.6. Conclusion and recommendation of adequacy of
experimental database

The current recommended database for 2D/
axisymmetric hypersonic experiments is composed
of seven different geometries. The two zero-pressure
gradient geometries, the flat plate/cylinder (Case 6)
and the sharp cone (Case 7), have seen the most
extensive experimental study. As a result, theory-
based correlations exist for these two cases. These
correlations are expected to be more accurate
than any single experimental data set since they
have been shown to match a wide range of
experimental data and tend to mitigate the effects
of experimental bias errors due to the choice of
measurement technique and facility (e.g., flowfield
non-uniformity).

For the five geometries involving shock/turbulent
boundary-layer interactions there are a total of nine
recommended experiments. In general, these experi-
ments include surface pressure and surface heat flux
measurements, and a few also have skin-friction
measurements. Most of these experiments include
flow-intrusive pitot/static surveys in the interaction
region. Given the elliptic mathematical character of
the separated flow region, these pitot surveys should
be used with caution.

Since the designer of hypersonic vehicles is
primarily interested in the prediction of surface
pressures for vehicle aerodynamics and surface heat
flux for thermal protection systems, the current 2D/
axisymmetric database for shock/turbulent bound-
ary-layer interaction appears to be sufficient. How-
ever, if this database is to be used to improve the
turbulence models (see Section 4), then additional
experiments are required. In addition to surface
quantities, future experiments should measure
profiles of both mean properties and turbulence
statistics (rms velocities, Reynolds stresses, turbu-
lent kinetic energy, etc.) in the interaction region,
preferably using non-intrusive measurement techni-
ques. More detailed turbulence information from
experiments or DNS might aid in the determination
of where these turbulence models break down,
ideally on a term-by-term basis. Significant efforts
should be made to quantify and reduce the
experimental uncertainties in the measurement and
freestream quantities. Approaches for converting
experimental bias errors into random uncertainties
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(e.g., Ref. [27]) should also be employed. Finally,
preference should be given for axisymmetric geo-
metries instead of 2D ones due to the possibility of
3D end wall effects.

4. Usage of the hypersonic validation database
4.1. Validation of theory-based correlations

4.1.1. Flat plate/cylinder

The first step in using the flat plate/cylindrical
experimental or DNS database is concerned with
the validation of the accuracy of the theoretical
correlations for skin friction, heat transfer, velocity
profiles, and temperature profiles. Theories have
been developed to correlate the skin friction or
Stanton number of compressible turbulent bound-
ary-layer flows with zero-pressure gradient into a
single correlation curve. In addition, the velocity
and temperature profiles in the inner or outer
regions of the turbulent boundary layer can also
be correlated into a single profile (see Section 3.3
and Appendix B). The correlation curves or profiles
are based on analysis and validation with a large
database to establish the accuracy of the various
theories. The following investigators have used the
hypersonic experimental data given in Table 2 to
assess the accuracy of theoretical correlations
for turbulent boundary layers with zero-pressure
gradient.

Van Driest [133,134]: In the initial article [133]
(Van Driest I) a theory is developed for predicting
properties of compressible turbulent boundary-layer
flows with the Prandtl mixing-length model, but no
comparison of theory to experimental data is given.
In the second article [134] (Van Driest II) the theory
is modified to incorporate the von Karman mixing-
length turbulence model. The turbulent Prandtl
number is still assumed to be one, but in the
temperature relation the recovery factor is intro-
duced. The usual approach of plotting normalized
skin-friction as a function of Mach number was
used by Van Driest and he compared the two
theories to experimental data. The experimental
database included supersonic data of Coles [135]
and Chapman—Kester [136] and hypersonic data of
Sommer—Short [104] and Korkegi [106]. With this
supersonic/hypersonic database, no conclusion
could be made on which of the two Van Driest
theories provided the best prediction of skin
friction.

Peterson [105]: Peterson [105] compares seven
theories for predicting the skin friction with an
experimental database for turbulent boundary-
layer flows with zero-pressure gradient. The
theories transform the experimental skin friction
and Reynolds number to incompressible (trans-
formed) values. The theoretical prediction of the
incompressible skin friction as a function of
incompressible Reynolds number is obtained from
the Karman—Schoenherr formula, which is consid-
ered the most accurate fit of the incompressible
experimental database. Peterson uses an experimen-
tal compressible skin-friction database obtained
from 21 references and the data from the references
are tabulated. For hypersonic flow, there are two
references for an adiabatic wall [106,113] and there
are four references for a non-adiabatic wall
[112,104,107,108]. The significance of this paper is
that the author uses the transformations of the
various theories to correlate all of the experimental
data at different Mach numbers, wall temperature
ratios, and Reynolds numbers into a single curve.
Also, Peterson recognizes the work of Wilson [137]
where he developed a skin-friction transformation
for zero heat transfer with the von Karman mixing-
length law. Van Driest [133] developed a skin-
friction transformation with the Prandtl mixing-
length (now referred to as Van Driest I). Van Driest
[134] extended the theory of Wilson to the case
with heat transfer (Van Driest II, or more appro-
priately, Peterson refers to this theory as Wilson—
Van Driest).

Spalding— Chi [110,138]: Spalding—Chi [110] de-
veloped an analytical prediction theory for the
skin friction on a smooth surface with zero-
pressure gradient at various momentum thickness
Reynolds numbers (400 < Rey<7500), Mach num-
bers (M <10), and surface temperatures to free
stream temperature [0.1 <(Tw/To0) <(Taw/T )]
A significant number of the experiments are at
hypersonic Mach numbers but the wall temperature
range is limited. The hypersonic database includes
investigations by Sommer—Short [104], Korkegi
[106], Hill [107,108], Brevoort and Arabian [111],
Matting et al. [113], and Winkler [112]. The RMS
value of (Crexp — Crin)/Crm for the total database
used in this paper is 11% for van Driest Il and 9.9%
for the Spalding—Chi theory.

Chi and Spalding [138] developed a theoretical
analysis to correlate Stanton number (heat transfer)
as a function of the Reynolds number. The
compressible Stanton and Reynolds numbers for
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experimental data points are transformed into
incompressible values and should reduce into a
single curve. The authors use a database of 11
experiments on isothermal surfaces in air flow with
zero-pressure gradient to establish the accuracy of
the theoretical correlation. The Chi—Spalding theory
is shown to be reasonably accurate. Three of the
experiments are for 5.04 <M <5.25 with the data
from Brevoort and Arabian [111], Tendeland [109],
and Winkler [112]. The experiment of Hill [108]
provides data at Mach 8.27, 9.07, and 10.04 which
was obtained in a conical nozzle with nitrogen gas
flow. The Brevoort—Arabian geometry is an axially
symmetric annular nozzle which consists of an inner
shaped center body and an outer cylindrical sleeve.
Boundary-layer measurements were made on the
inside of the sleeve which gives essentially flat plate
results. The Tendeland experiment uses the turbu-
lent boundary layer along a cone-cylinder geometry.
In the determination of the Stanton number, a
Reynolds analogy factor of 1.16 is used for the
complete database. Further details of the Spal-
ding—Chi theory is given in Appendix B.

Hopkins et al. [81,86,87,139]: Hopkins et al. [86]
investigated the accuracy of the correlation theories
of Sommer and Short, Spalding and Chi, Van Driest
II, and Coles for the local skin friction. The
prediction of heat transfer for these theories was
also investigated. Hopkins et al. [87] investigated
eight local skin-friction transformation theories of
Van Driest II, Spalding—Chi, Sommer—Short, Eck-
ert, Moore, Harkness, Coles, and Baronti-Libby.
These theories were assessed against the Mach 6.5
experimental database of the authors. It was
concluded that the methods of Van Driest II and
Coles predict the skin friction within about 5%. The
other six theories underpredicted the skin friction
from 10% to 25% for this experimental data set.
The survey article by Hopkins and Inouye [139] is
based on a NASA Technical Note [86] and includes
additional skin friction and heat transfer data. Four
theories are investigated further and these theories
are described in the survey article. The incompres-
sible skin-friction formula of Karman—Schoenherr
is used to determine the skin friction as a function of
the momentum thickness Reynolds number. The
hypersonic database for the adiabatic flat plate is
only the experiment of Korkegi [106] while the
database for the non-adiabatic flat plate is
Sommer and Short [104] (hollow cylinder), Hopkins
et al. [86], Hopkins—Keener—Louie [87], Wallace—
McLaughlin [116], Young [115], and Neal [120].

The authors suggested for hypersonic flat plate
flows that Van Driest 11 theory be used to predict
turbulent skin friction, and that heat transfer be
obtained with a Reynolds analogy factor equal to
1.0 and a recovery factor equal to 0.9. In the ensuing
article by Hopkins et al. [122], the four theories for
correlating experimental skin-friction data were
further investigated. Their experimental data was
compared to numerical turbulent boundary-layer
solutions with an algebraic eddy viscosity model of
Cebeci. In addition the Baronti-Libby and Van
Driest methods for correlating mean velocity
profiles were investigated. The authors determined
that the Van Driest II, Coles, and numerical
turbulent boundary-layer solutions give the best
predictions of skin friction and are within +10%.
The authors state “The Van Driest theory gave the
most satisfactory transformations of the velocity—
profile data onto the incompressible law of the wall
and velocity—defect curves.” Keener and Hopkins
[81] have investigated five velocity profile correla-
tion methods for their Mach 6.5 database: wall
reference temperature, 7' method of Sommer and
Short, Coles, Baronti-Libby, and Van Driest
transformations. It is stated that the use of either
the Prandtl mixing length (Van Driest I) or the von
Karman mixing length (Van Driest II) result in
identical transformation functions. The Van Driest
method gives the best correlation for both the law of
the wall and velocity—defect law when compared to
Coles’ incompressible velocity profile data. How-
ever, the correlations deteriorate with decreasing
momentum thickness Reynolds number.

Cary and Bertram [53]: Cary and Bertram [53]
made an investigation of the Reynolds analogy and
prediction methods for skin friction and heat transfer
on flat plates and cones for high speed flows. The
incompressible local skin friction in this paper is
obtained from the Spalding—Chi relation. The
Spalding—Chi relation is 2.0% lower than the
Karman—Schoenherr equation at Rey = 10° and
2.4% high at Rey = 10°. The database used in this
work has a Mach number range from 4 to 13 and
ratio of wall to total temperature from 0.1 to 0.7. The
Reynolds analogy factor for Mach numbers less than
approximately 5 is adequately approximated with
Ry = 1.16 for the available wind-tunnel database.
For turbulent flow with significant wall cooling and
Mach numbers greater than 5 at any ratio of wall to
total temperature R, is ill defined. The von Karman
expression for R, is approximately 10% higher than
experimental data of Keener and Polek [140] and
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Holden [141]. In the authors’ summary, they state
that the Spalding and Chi transformation method
incorporating virtual-origin concepts was found to
be the best prediction method for Mach numbers less
than 10. The Spalding and Chi transformation
method using Karman’s Reynolds analogy was
shown to give the best predictions based on either
the length or momentum thickness Reynolds number
when the proper virtual origin was specified. The
small amount of experimental data for Mach
numbers greater than 10 were not correlated well
by any of the transformation approaches. The
hypersonic database used in this investigation of
the accuracy of correlation theories was obtained
from the data of Heronimus [118], Wallace [117],
Cary and Morrisette [121], Hopkins et al. [86], Cary
[123], Weinstein [124], Hopkins et al. [122], Holden
[45], and Coleman et al. [66,85].

Owen et al. [84]: Boundary-layer measurements
were made downstream on a cone-ogive-cylinder
model at a freestream Mach number of 7.0 [84].
Fluctuating and mean flow measurements were
obtained at one location sufficiently far downstream
where the pressure gradient is zero. Mean velocity
and total temperature boundary-layer profiles are
given. The relation between T (the total tempera-
ture in non-dimensional form, see Appendix B) and
velocity is linear except in the region close to the
wall. The velocity profile was transformed to the
incompressible form with Van Driest theory and
compared to the incompressible velocity correlation
curve of Coles. The data are in good agreement
with the incompressible law of the wall correlation.
In the outer region of the boundary layer, the data
are in good agreement with the incompressible
velocity—defect correlation.

Fernholz and Finley [29]: The authors investigated
the accuracy of some of the cases in the compres-
sible experimental database for the turbulent mean
temperature and velocity profiles with comparison
to theoretical correlations [29]. The hypersonic cases
investigated are as follows:

Keener and Hopkins [81] (Fernholz & Finley Case
7204): The sharp flat plate experiments have zero-
pressure gradient with no upstream history
effects. The static temperature is in good agree-
ment with the theoretical correlation in the outer
part of the boundary layer. Five methods are
evaluated for correlating the measured velocity
profiles with the incompressible form of the law
of the wall and the velocity defect law. The Van

Driest method gives the best correlation of the
velocity profiles. The experimental velocity pro-
file database is concluded to be in good agree-
ment with the law of the wall and the velocity
defect law.

Horstman and Owen [83] (Fernholz & Finley Case
7205): This experiment investigated the turbulent
boundary-layer flow over an axisymmetric cone-
ogive-cylinder body where downstream the Mach
number is 7.2 at the edge of the boundary layer.
The nose of the body might have introduced a
slight favorable pressure gradient. However, it is
highly probable that the boundary layer has
reached equilibrium at the three measurement
stations. Agreement between the velocity profile
measurements and the law of the wall is very
good. There is good agreement with the outer
velocity law. Agreement between measured and
theoretical temperature profiles is satisfactory.

Kussoy and Horstman [36,38]: The first flat plate
experiment of Kussoy and Horstman [38] without
fins or wedges provides data at Mach 8.2 and at one
location, 1.87m from the sharp leading edge. The
experimental mean velocity profile was transformed
into incompressible coordinates with Van Driest 11
theory and compared to Coles’ universal law of the
wall. Since the data and the theory were in
reasonable agreement, the authors concluded that
the turbulent boundary layer is fully developed. The
second experiment [36] is for a flat plate at Mach 8.3
with the data obtained at 1.62m from the leading
edge. Again the transformed mean velocity profile is
compared to Coles’ law of the wall profile in inner
variables. The authors conclude that the turbulent
boundary layer is fully developed. Further analysis
of the outer region correlation of the boundary layer
also needs evaluation.

Huang et al. [54]: In Ref. [54] a self-consistent
transformation method (denoted as HBC) was
developed to predict skin friction and velocity
profiles of compressible boundary-layer flows with
zero-pressure gradient. The paper is also concerned
with the assessment of the authors’ HBC transfor-
mation by comparing the predictions to the well
accepted Van Driest transformation and experi-
mental data. For an adiabatic and non-adiabatic
wall, the prediction of skin friction with the two
theories was compared to the experimental database
used by Hopkins and Inouye [139]. The database
was not sufficiently accurate to determine the better
theory. The database of Watson [126] was also used
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to assess the accuracy of the two theories for skin
friction. The HBC theory was more accurate than
Van Driest II for this case. In addition, the
predictions obtained with the HBC transformation
method are in good agreement with the experi-
mental velocity and temperature profiles of Kussoy
and Horstman [38]. The investigation of Fernholz
and Finley [29] has shown that the Van Driest II
transformation does indeed transform the compres-
sible velocity profile data into a profile that matches
the incompressible law of the wall.

4.1.2. Sharp circular cone

One of the problems with the sharp cone is the
lack of a sufficiently accurate theoretical correlation
of the experimental data to use as a benchmark
solution. For laminar flow, the skin friction and
heat transfer for a flat plate are multiplied by +/3 to
obtain the cone values. There does not appear to be
a well-defined approach to transform the turbulent
flat plate results to the cone. However, the flat plate
correlation approach for skin friction and heat
transfer has been extended to the sharp cone with
some approximations. The sharp cone geometry is
well suited to wind tunnel testing and avoids the
2D/3D issues involved with flat plate flows.

In the correlation of the surface skin friction and
heat transfer, the flow properties at the edge of the
boundary layer are required. For high Reynolds
number flows, the boundary layer is thin and the
edge properties can be obtained from the inviscid
conical flow solutions, where the edge properties are
approximated with the wall properties. Perfect gas
tables of the inviscid surface properties as a function
of Mach number and cone half-angle have been
developed by Sims [142] (Sims discusses earlier
tables developed by Taylor—Maccoll and Kopal.).
As interpolation is required with the use of the
tables, the wall properties obtained from the
numerical solution of the governing ordinary
differential equations is a better approach. The
conical inviscid perfect gas flow is determined with
the cone half-angle 0. and the freestream Mach
number M, specified. The following cone surface
properties are obtained from the tables with linear
interpolation: M., T¢/Tw, and p./p,. Then the
edge properties are obtained from the relations

Te = TOO(TC/TOO)s De zpoo(pe/poo)ﬂ

ae = \/VRTe, ue = M-ae,

Pe/Poo = Pe/Poc)/(Te/Too)s  pe=pe/RTe,

U, = 1(Te), Sutherland or Keyes viscosity,

Re,, = peue/Ue, Unit Reynolds number.

The shear stress 1, and heat flux ¢, at the surface of
the cone are two of the quantities desired from the
experiments, turbulence modeling, and the numer-
ical solutions. The wall shear stress is usually
written as the non-dimensional skin-friction para-
meter, which is defined in two forms

Cfoo = 21W/poouc2>oa Cfe = Z‘CW/peu(z:‘

The wall heat flux is usually written as the non-
dimensional Stanton number, which is defined in
two forms

Stoo = qw/poouOOCP(TOOO - Ty), Cp = VR/(V -1),

St = qw/peuccp(Taw —Ty) = ‘Iw/peue(Haw — Hy),

2
. ©
The second form of the Stanton number becomes
indeterminate when the heat flux is zero. The heat
transfer coefficient /. is also sometimes used and is
defined as g, = ho(Taw — Tw). The flow properties
across the turbulent boundary layer are also useful
in the evaluation and validation of turbulence
modeling.

Hopkins— Inouye [139]: Hopkins and Inouye [139]
have assessed four transformation theories for flat
plate hypersonic flows which already have been
discussed. However, in the database, the heat
transfer on sharp circular cones obtained by Mateer
[86,143—145] is included. In a NASA Technical
Note, Hopkins et al. [86] have shown that the
experimental data for the Stanton number as a
function of energy thickness Reynolds number for
the cone and a flat plate are essentially the same
when the edge Mach numbers and wall temperature
ratio (Tw/Taw) are nearly the same. A Reynolds
analogy factor of 1.16 was used for this case. No
indication of the use of a geometry transformation
factor is mentioned.

Chien [93]: Chien [93] measured skin friction and
heat transfer (Stanton number) along the cone
surface and compared the data to four theories for
predicting skin friction and heat transfer for zero-
pressure gradient boundary-layer flows. The Kar-
man formula for the Reynolds analogy factor with
the Bertram—Neal modification is used to determine

H=cT+
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heat transfer. The paper does not indicate that any
Mangler-type transformation is used to modify the
flat plate predictions to the cone case. The methods
of Spalding—Chi, Van Driest II, Sommer—Short, and
Clark—Creel are evaluated. The Van Driest II and
Clark—Creel skin-friction predictions are within
about 10% of the experimental data. The Van
Driest II method gives reasonable prediction of heat
transfer for 7'y /Ty>0.2. For Ty, /Ty = 0.11, Spal-
ding—Chi method results are within 10% for the
heat transfer.

Holden [44,48]: The experimental database ob-
tained by Holden [48] in 1977 is used to correlate the
heat transfer expressed as Stanton number as a
function of Reynolds numbers Re, and Rey. The
transformation models that transform the compres-
sible Stanton number and Reynolds number to
incompressible values are Spalding—Chi, Van Driest
II, and Eckert. It is concluded that Van Driest II
method gives the best overall agreement with the
experimental database. Holden [44] has presented
the cone correlation again in a 1991 ATAA paper
where a better plot is given for the Van Driest 11
correlation of Stanton number as a function of Re,.
There is approximately a 30% scatter of the
experimental data about the theoretical incompres-
sible correlation curve. For further discussion see
Appendix C.

Dinavahi [97]: A boundary-layer computer code
with a Baldwin—-Lomax algebraic turbulence model
is used by Dinavahi [97] to predict the laminar to
turbulent flow on a sharp cone at Mach 6. The
experiment of Stainback et al. [129] for a 10° half
angle cone is used to evaluate the transition and
turbulent models. The prediction and experimental
results for the Stanton number along the cone
surface are in reasonable agreement; however, the
length of the measured turbulent region is short and
the turbulent flow might not be fully developed.

Pironneau [94]: Pironneau (“A Synthesis of
Results for Test Case 1 and 2: Hypersonic
Boundary layer and Base Flow,” pages 92-94 in
Desideri et al. [94]) reviewed the work on the first
test case in the modeling and computational Work-
shop on Hypersonic Flows for Reentry Problems.
The first test case is the perfect gas turbulent
boundary-layer flow on a cone. The cone model
experiment was performed by Denman et al. [95] in
a contoured Mach 9 axisymmetric nozzle which
produced a weak source-like (spherical) flow that
should be modeled in the computation. Lawrence
[130] solved the flow field with a Parabolized

Navier—Stokes code and the algebraic turbulence
model of Baldwin—-Lomax was used. The cone
surface static pressure and Stanton number were
measured and predicted. In addition, boundary-
layer profile data for pitot pressure were measured
and predicted. Pironneau concluded that the in-
vestigations were extremely well done by all
investigators with the influence of all parameters
carefully studied, yet there was a 10% difference
between computational and experimental results.
Their results were inconclusive since it is unclear
whether the discrepancies arise due to modeling
deficiencies or uncertainty in the experimental
data.

McKeel et al. [146]: McKeel et al. [146] are
concerned with modeling the transition problem
with the Baldwin—Lomax algebraic model, Wilcox
1988 k—w two-equation model, and k—¢ Lam—Brem-
horst model. One of the problems investigated is
transition on a sharp cone in hypersonic flow using
the database of Stainback et al. [129], where the free
stream Mach number is 6 (see Section 4.5.3). This
database gives the Stanton number variation along
the surface of the cone. The authors compare the
transition/turbulent model predictions with the
experimental heat transfer measurements. The
turbulent predictions with the three models are in
reasonable agreement with the data, and the k—w
model is a little more accurate.

4.2. Validation of turbulence models

There are 18 different turbulence models that are
assessed in the current work. These models are listed
in Table 4 along with the notation used to reference
the model. Recall that we focus only on one- and
two-equation turbulence models where integration
to the wall is employed (i.e., no wall functions) and
which have also been previously validated for a wide
range of non-hypersonic flows. We thus omit
compressibility corrections which have not yet been
applied to a comprehensive low-speed validation
database, or which do not vanish at lower speeds.

The turbulence models that have been evaluated
for 2D/axisymmetric hypersonic flows are listed
below, along with the shorthand notation for the
models used throughout this review. Note that the
discussion of the turbulence models given here is
brief. The interested reader is encouraged to see the
original references for specific details of the models.
Of these 18 turbulence models, only six have seen
extensive validation for the current 2D/axisymmetric
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Table 4
Turbulence model notation

Turbulence model Notation
One-equation models

Spalart-Allmaras [147,148] SA
Goldberg [149,150] uG
Menter [151] MTR
Two-equation models

k—¢ Jones—Launder [152] keJL
k—¢ Launder—Sharma [153] keLS
k—¢ Chien [154] keCH
k—e Nagano and Hishida [155] keNH
k—e Rodi [156] keR
k—¢ So [157,158] keSO
k—e Huang—Coakley [11] keHC
k- Wilcox (1988) [159] kw88
k- Wilcox (1988) low Reynolds number [159] kw88LR
k—w Wilcox (1998) [6] kw98
k—w Menter with SST [160] SST
k—w Menter with BSL [160] BSL
k—I Smith [161,162] kl
k—{ Robinson—Hassan [163,164] k(
g Coakley [165] qo

hypersonic validation database: SA, keJL, keLS,
keR, kw88, and go.

4.2.1. One-equation models

4.2.1.1. Spalart— Allmaras (SA). A transport equa-
tion for determining the eddy viscosity with near-
wall effects included has been developed by Spalart
and Allmaras [147,148]. The accuracy of the
predictions with the Spalart-Allmaras (SA) model
is fairly insensitive to the y™ spacing at the wall
relative to the two-equation models, at least for
high-speed flows [166]. Our experience with this
model suggests that it has a good combination of
accuracy and robustness for attached flows. While
stable for large y* values, the maximum for
accurate solutions should be roughly y* <1.

4.2.1.2. Goldberg (UG). Goldberg has developed
the one-equation R, turbulence model [149,150].
This model has been shown to provide good
predictions for the hypersonic compression ramp
(Case 1), but has not yet seen widespread applica-
tion to the experimental hypersonic database. This
model does not require a wall distance to be
calculated.

4.2.1.3. Menter one-equation model (MTR). Men-
ter has developed a one-equation eddy viscosity

transport model [151]. This model is derived from
the standard k—¢ model, and this relationship is
explored in detail in Ref. [151].

4.2.2. Two-equation models

4.2.2.1. Jones and Launder high Reynolds number
k—¢ (keJL). The basic k—¢ model was developed by
Jones and Launder [152] in 1972. The model
constants were later refined by Launder and Sharma
[153] (see below).

4.2.2.2. Launder and Sharma (standard) k—¢
(keLS). The Jones and Launder k—& model [152]
was revised by Launder and Sharma [153]in 1974. It
is this 1974 revised model that is generally referred
to as the “standard” k—e model. This model is
generally good for free shear flows, but will not be
as accurate for wall-bounded flows as the k-
models, especially in the presence of adverse
pressure gradients. Marvin and Huang recommend
that the y* values at the wall be kept below 0.3 for
this model [5].

4.2.2.3. Chien k—¢ (keCH). Chien has developed a
low Reynolds number k—& model [154]. This model
was shown to provide better predictions of peak
turbulent kinetic energy than the Jones—Launder
model when applied to fully-developed channels
and turbulent flat plates.

4.2.2.4. Nagano and Hishida k—¢ (keNH). Nagano
and Hishida have developed a low Reynolds
number k— model [155]. While this model has been
investigated for zero-pressure gradient cases at
hypersonic speeds, it has seen little validation usage
for shock interaction flows.

4.2.2.5. Rodik—¢ (keR). Rodi has developed a two-
layer low Reynolds number k— model [156]. In the
outer layer, the standard dissipation rate ¢ equation
is used, while in the inner layer, an analytic
expression for ¢ is used. This model has seen
extensive validation usage for the hypersonic
experimental database.

4.2.2.6. So k—¢ (keSO). So et al. have developed a
low Reynolds number k—¢ model [157] by modifying
the near-wall behavior of ¢ based on DNS and
experimental data.
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4.2.2.7. Huang and Coakley k—¢ (keHC). Coakley
and Huang have developed a low Reynolds number
k—e model [11] which is based on DNS data.

4.2.2.8. Wilcox 1988 k—w (kw88). The Wilcox 1988
k—w model [159] is generally better than the k—¢
model for wall-bounded flows, especially in the
presence of adverse pressure gradients. It is recom-
mended that the y* values at the wall be kept well
below one. One problem with this original Wilcox
k—w model is the sensitivity of the results to the
freestream w levels.

4.2.2.9. Wilcox 1988 k—w low Reynolds number
(kw88LR). Wilcox has also developed a low Rey-
nolds number version of his 1988 k—w model (see
Chapters 4.9.2 and 4.9.3 of Ref. [6] for details).

4.2.2.10. Wilcox 1998 k—w (kw98). In 1998, Wil-
cox updated his original k—w turbulence model to
more accurately predict free shear flows [6]. This
updated version will be referred to as the Wilcox
1998 k—w model, or kw98, herein. While the
sensitivity of the results to the freestream w levels
is indeed reduced in the 1998 version of the model
[6], some sensitivity effects remain, at least for high-
speed flows [16].

4.2.2.11. Menter baseline k—w (BSL). The baseline
(BSL) Menter k—w model is a blending of the
Wilcox 1988 k—w model [6] near walls and a
transformed k—& model in shear layers and the
freestream [160]. The BSL model utilizes the
blending to reduce the sensitivity to freestream
turbulence levels that afflicts the Wilcox k—w model.
This model has obtained good results for a wide
range of flows.

4.2.2.12. Menter shear stress transport k—w
(SST). The Menter Shear Stress Transport (SST)
k—w model utilizes the same blending between the
k—w and k—¢ models as the BSL model; however, the
SST model also employs a modified form of the
eddy viscosity definition which accounts for the
transport of the Reynolds stress [160]. This mod-
ification improves the SST model’s predictive
accuracy for flows with adverse pressure gradients.

4.2.2.13. Smith k—I[ (kl). Smith has developed a
two-equation k—/ model [161,162] as an improve-
ment to an earlier k—kIl model [167]. This model has
been shown to provide accurate velocity profiles on

compressible flat plate flows where typical k—e
models fail.

4.2.2.14. Robinson and Hassan k—{ (k{). It 1is
generally acknowledged that the failure of the
standard k—¢ model to accurately predict a wide
variety of flows is due to inadequate modeling of the
dissipation equation. Robinson and Hassan
[163,164], have developed a new two-equation
turbulence model based on the vorticity variance
(enstrophy) equation which has demonstrated
good predictive capability for a wide-variety of
flows. A number of modeled terms in the enstrophy
equation are included with the goal of incorporating
additional physics into the equation governing the
dissipation of turbulent kinetic energy. The k—(
model does not employ damping or wall functions.

4.2.2.15. Coakley q—o (qw). A two-equation g—m
model (¢ = k' %) was developed by Coakley [165] to
predict low-Reynolds number transition and in-
crease numerical robustness over other two-equa-
tion models. This model has been demonstrated to
have more favorable numerically stability behavior
than standard k—w models when integrated to the
wall.

4.2.3. Physical freestream turbulence quantities
One method for determining the freestream
turbulence properties is as follows. For the two-
equation models, the specification of a freestream
turbulence intensity (7u) can be used to determine
the turbulent kinetic energy in the freestream from

k= %(TuVoo)z, (10)

where, for example, Tu = 0.1 corresponds to a
freestream turbulence intensity of 10%. However,
the experimental measurement of ¢ (or w,{ etc.) is
extremely difficult. As a result, the dissipation
variable is often determined by specifying the ratio
of turbulent to laminar viscosity, ur/u, i.e.,

o= Gk /u (11)
/1

or

o =PRI (12)
pr/ K

For one-equation eddy viscosity turbulence models,
the transported variable is simply found from the

Ut/ ratio.
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4.2.3.1. Effects on transition. High freestream tur-
bulence intensity levels can lead to early transition
from laminar to turbulent flow. This phenomenon is
often referred to as bypass transition (since the
natural transition mechanisms are bypassed), or
more recently as transition due to a high distur-
bance environment [168]. While some turbulence
models also provide a transition prediction cap-
ability, the transition process is complex, especially
for high-speed flows, and its modeling is beyond the
scope of the current work.

4.2.3.2. Effects on turbulence. Experimental evi-
dence [25,169] suggests that surface properties
(e.g., shear stress) in the fully-developed turbulent
region are generally not affected by freestream
turbulence intensity, at least in the case of low-speed
flows. Thus, it is expected that there should be little
or no effect of the freestream turbulence levels on
the mean flow predictions. Note that this is not the
case in free shear layers, where the freestream
turbulence levels can have a significant effect on the
flow.

4.3. Turbulence model application to the hypersonic
validation database

A listing of hypersonic validation experiments is
presented in Table 5 along with the turbulence
models from Table 4 that have been used with each
experiment for validation purposes. The flow
geometries in Table 5 include the accepted 2D/
axisymmetric experiments of Settles and Dodson
[1-4] as Cases 1-4. Case 5 should also become a
standard benchmark case for hypersonic shock/
turbulent boundary-layer interaction flows. Cases 6
and 7 are zero-pressure gradient flows and have
received extensive validation usage. For the sharp
circular cone (Case 7), an accurate correlation of the
sharp cone database similar to Van Driest II for the
flat plate is needed.

A summary of the turbulence model validation
usage is presented in Table 6. It is clear from
the table that of the 18 turbulence models that
have been applied to this 2D/axisymmetric hyper-
sonic validation database, only a limited number
have seen extensive validation. In fact, only five
turbulence models have been applied to the majority
of these seven geometries (SA, keJL, keLS, keR,
and kw88). A sixth model, the g model of Coakley,
has been applied to three of the five shock
interaction geometries (Cases 1-5). Our review will

therefore emphasize the assessments of these
six turbulence models, which are summarized in
Table 7.

4.4. Previous flow geometries with adverse pressure
gradient

4.4.1. Case 1: 2D compression corner

There are two hypersonic experiments for the 2D
compression corner which are deemed acceptable
with some caveats: the experiments of Coleman and
Stollery [31] and Coleman [66] with surface pres-
sures by Elfstrom [67], and the experiment of
Holden [48]. An overview of the model validation
using the Coleman/Stollery/Elfstrom experiment is
summarized graphically in Figs. 1 and 2 for the six
turbulence models given in Table 7.

Coleman and  Stollery/Elfstrom  experiment
[31,66,67]: Horstman [170] has used the Coleman
and Stollery/Eflstrom experiment (among others) to
perform validation computations for two-equation
k—e models. The two turbulence models examined
are the high-Reynolds number Jones—Launder k—
model (keJL) and the low Reynolds number k—¢
model of Rodi (k¢R). A third k—¢ model employing
various compressibility corrections was also exam-
ined. However, this model was calibrated using
some of the hypersonic validation experiments, thus
blurring the line between model prediction and
calibration. The third k—¢ model is not included in
this review. A y™ study was performed on a different
(unspecified) geometry for this case using surface
heat flux, and showed that the keJL model was
sensitive to y* values above 0.15, while the keR
model showed some mild sensitivity above 0.5.
A grid refinement study was also performed on a
few of the test cases (again, which cases were not
specified) with no change in the predicted values on
grids of 40 x 100 and 60 x 150. No sensitivities to
the freestream turbulence quantities were discussed.
For the 2D compression ramp, the keJL. model was
found to match the pressure well everywhere except
for the constant pressure plateau on the ramp where
it is overpredicted by 20% (see Fig. 1). The heat
transfer predicted by this model is given in Fig. 2
and greatly overpredicts the heating both in the
interaction region and in the plateau region, in some
locations overpredicting by an order of magnitude
or more. The keR model performed much better,
matching the experimental pressure data within
10% and accurately predicting the heat transfer
everywhere except within the interaction region,
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Table 5

Turbulence models assessed using the hypersonic validation database
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Case no. Flow geometry Experiments Validation usage Turbulence models assessed
1 2D compression corner [31,66,67] [7,11,12] qo, kw88, kelS, keCH,
keSO, keHC
[170] keJL, keR
[149,150] UG, SA, MTR
[171] kw88LR, SA, SST
[172,173] k¢
[48] None
2 Cylinder with conical Flare [32] [10,170] keJL, keR
[7,11,12] qo, kw88, kelLS, keCH,
keSO, keHC
[174] kw88
[175] SA, SST
[68,69] None
3 Cone with conical flare [44] [170] keJL.,keR
4 Axisymmetric impinging shock [35,70,71] [7,12] kw88, kel.S
[170] keJL, keR
[176] qo
[72-75] None
5 2D impinging shock [38] [170] keJL, keR
[161] kl
[76,78] [172,173] k¢
[177] kw88
6 Flat plate/cylinder VDII [51] [178] Various
[13] kw88, keLS, SST, SA
[171] kw88, SST, SA
[16] SA, kw98, keNH, BSL
[175] SA, kw88, SST
HBC [54] [179] kw88, keLS
[13] kw88, keLS, SST, SA
AVC [8] (8] kw88, kelLS
[180,181] kw88, keCH, ki, SA
[79-81] None
[82-84] None
[85] None
[36,38] None
[86,87] None
[42,46,48,88] None
7 Sharp circular cone VDII [51]& [16] SA, kw98, keNH, BSL
White [56]
[89,90] [182,183] k¢
[16] SA, kw98, keNH, BSL
[91,92] None
[93] None
[94-97] None
[42-44,46,48,98] None

where the model overpredicts the heating by a factor

of two.

Coakley, Huang, and coworkers [7,11,12] also
used the Coleman and Stollery/Eflstrom experiment
for turbulence model validation purposes. A num-

ber of different two-equation turbulence models
were examined including: the ¢—» model of Coakley
(qw), the 1988 k—w model of Wilcox (kw88), the k—
model of Launder and Sharma (k¢LS), the k—¢
model of Chien (keCH), the k—e& model of So



500

Table 6

C.J. Roy, F.G. Blottner | Progress in Aerospace Sciences 42 (2006) 469-530

Summary of turbulence models assessed using the hypersonic validation database

Turbulence model

Case 1

Case 2

Case 3

C

ase 4

Case 5

Case 6

Case 7

SA
UG
MTR
keJL
kelLS
keCH
keNH
keR
keSO
keHC
kw88
kw88LR
kw98
SST
BSL
ki

k¢

qo

KR KR KK

XK KR X

X

X

KR XK XXX

X

> XK X

XK XX

Table 7

Summary of turbulence model assessment using the hypersonic validation database for selected models with a significant hypersonic

validation history

Turbulence model Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7
SA X X X X
keJL X X X X X
keLS X X X X
keR X X X X X
kw88 X X X X X
qw X X X
T | T T U | I
60 __ Case 1:2D Compression Comer __'
L 1 ] [ Mach 9.2, 34 deg. ]
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Fig. 1. Surface pressure turbulence model comparisons for Case

1: 2D compression corner at 34° (experiment by Elfstrom [67]).

Fig. 2. Surface heat flux turbulence model comparisons for Case
1: 2D compression corner at 34° (experiment by Coleman and
Stollery [31]).
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(keSO) which includes compressibility extensions
given by Zhang et al. [158], and the k—¢ model of
Huang and Coakley (keHC). A number of modeling
corrections designed specifically for high-speed
separated flows were also investigated by these
authors, but it is unclear how these corrections
impact the previous validation efforts for the model,
especially at low speeds. These corrected models will
therefore not be included in the current review. Grid
refinement studies were discussed, but no results
were presented and no estimates of the discretiza-
tion error were given. A wall-spacing study showed
that y* values greater than one gave errors in the
skin friction (>2%) and also gave stability pro-
blems with some models; however, varying the y™
values from 0.1 to 1.0 showed no changes.
Sensitivities to the freestream turbulence quantities
were not addressed. Only the ke¢LS and kw88
models were examined for the 15° ramp case, and
both models gave good predictions of surface
pressure as shown in Fig. 1, with a slight under-
prediction in the interaction region. The heat
transfer was not predicted as well (see Fig. 2), with
the keLS model yielding heat transfer levels 25%
higher than the data in the interaction region and
the kw88 model overpredicting the heating by as
much as 50% in the interaction region and in the
plateau region on the ramp. All five models were
applied to the 34° ramp case, with the k¢SO and
keHC models giving accurate predictions for the
surface pressure, while the other three models tend
to overpredict the pressure in the interaction region
and significantly underpredicting the size of the
separated region as judged by the initial upstream
pressure rise. All five models greatly overpredict the
heat transfer in the interaction region by at least a
factor of three, and the kw88 model also over-
predicts the plateau heating downstream on the
ramp by 50%.

Goldberg and coworkers [149,150] have com-
puted the 38° ramp case of Coleman and Stollery/
Elfstrom with three one-equation turbulence
models: Goldberg (UG), SA, and Menter (MTR).
A mesh refinement study was performed for the UG
model only using 200 x 150 and 250 x 200 cell
meshes with some minor effects on the results.
While the effects of changing the y* values are
not discussed, the y* values in all cases are kept
near 0.1. No effects of the freestream turbulence
levels are examined. The SA and MTR models are
shown to underpredict the size of the separation
zone, thereby predicting an earlier peak in the

pressure. The UG model accurately predicts the
pressure and provides fairly good estimates of the
wall heating. The SA model also gives good
predictions for the surface heating, while the
MTR model greatly overpredicts the peak heating
levels in the interaction region by as much as a
factor of four.

Coratekin et al. [171] have computed the 38°
ramp case of Coleman and Stollery/Elfstrom with
three turbulence models: a low Reynolds number
version of the Wilcox 1988 k—w model (kw88LR),
the SA model, and the hybrid k—w/k—¢ model of
Menter with the SST option. They also examined
various compressibility corrections to the kw88LR
model, but these corrections have not been eval-
uated over a wide variety of flowfields and thus will
not be included here. A single grid of 128 x 64 cells
is used for this case, with a grid refinement study
using three grid levels being performed on a
Mach 3, 24° compression corner and assumed to
extend to the hypersonic case. The y™ values
employed are not discussed, and no sensitivity is
performed for the freestream turbulence values. The
kow88LR and STT models match the surface
pressure levels reasonably well, but underpredict
the extent of flow separation as judged by the initial
rise in surface pressure. The SA model gives good
estimates of both the surface pressure and separa-
tion extent. The peak surface heat flux levels are
overpredicted by a factor of two for all the models,
and local values of heat flux are as much as five
times the experimental measurements in the inter-
action region.

Nance and Hassan [172] and Xiao et al. [173]
have used the k—{ turbulence model (k{) to examine
the Coleman and Stollery/Elfstrom experiment. In
both papers, a grid sensitivity study is mentioned,
but no results are presented. In addition, sensitiv-
ities to wall y* values and freestream turbulence
levels are not discussed. Fairly good agreement with
is shown for the 15° ramp [173], but predictions for
the 34° and 38° ramps [172] overpredict the
magnitude of the initial pressure rise and greatly
overpredict (by up to a factor of five) the heating in
the interaction region. In all three cases, the
recovery pressure and heating appear to be accu-
rately predicted. The later study [173] also examines
variable turbulent Prandtl number effects, but with
little improvement for this case.

Holden experiment [48]: To our knowledge, this
experiment has not been employed for validating
turbulence models.
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4.4.2. Case 2: cylinder with conical flare

There are two experiments which meet the Settles
and Dodson criteria for the axisymmetric cylinder-
flare geometry. The first was included in the Settles
and Dodson review and was performed by Kussoy
and Horstman [32] at NASA-Ames Research
Center. The second is a more recent experiment
performed in the supersonic blow-down wind tunnel
(HSST) at DRA Fort Halstead, Great Britain and is
detailed by Babinsky [69] and Babinsky and
Edwards [68]. The former experiment has seen
extensive validation usage, while to the authors’
knowledge, the latter experiment has not yet been
computed in the literature. An overview of the
turbulence model validation for this case as
discussed below is shown graphically in Figs. 3
and 4 for the five of the six turbulence models from
Table 7.

Kussoy and Horstman experiment [32]: The
Kussoy and Horstman cylinder-flare experiments
[32] have been used for turbulence model validation
purposes by Horstman [10,170]. A brief synopsis of
the results was presented in Ref. [10], while a more
detailed discussion is given in Ref. [170]. Horstman
examined two different two-equation turbulence
models: the low Reynolds number k—¢ model of
Jones and Launder (keJL) and the low Reynolds
number k—¢ model of Rodi (keR) (a third “com-
pressible” k—¢ model is omitted from the present
discussion as mentioned in Section 4.4.1). Mesh
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Fig. 3. Surface pressure turbulence model comparisons for Case
2: cylinder with conical flare at 35° (experiment by Kussoy and
Horstman [32]).
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Fig. 4. Surface heat flux turbulence model comparisons for Case
2: cylinder with conical flare at 35° (experiment by Kussoy and
Horstman [32]).

resolution studies were discussed; however, no
results were shown, and no estimates of the
discretization error were reported. The sensitivity
to wall-normal mesh spacing was examined and is
reported in Section 4.4.1 above for the 2D
compression corner. For the 20° flare case, which
was nominally attached flow, both k—¢ models gave
accurate predictions of the surface pressure. The
keJL model gave reasonable predictions of the heat
transfer (within approximately 30%), while the keR
model predicted heat transfer within the experi-
mental uncertainty bounds everywhere except pos-
sibly in the recovery region where the heat transfer
is underpredicted by as much as 25%. For the 35°
flare case with flow separation, the surface pressure
was reasonably well predicted by both models as
shown in Fig. 3. The heat transfer was overpredicted
by an order of magnitude or more by the keJL
model and underpredicted by almost a factor of two
by the keR model (see Fig. 4). The size of the
separation zone for this case is underpredicted by
over 50% as judged by the initial pressure rise and
the peak pressure.

Coakley, Huang, and co-workers [7,11,12] also
used the Kussoy and Horstman cylinder-flare
experiments [32] for turbulence model validation
purposes. A number of different two-equation
turbulence models were examined including: the
g—» model of Coakley (qw), the 1988 k—w model of
Wilcox (kw88), the k—& model of Launder and
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Sharma (keLS), the k—¢ model of Chien (keCH), the
k—¢ model of So (keéSO) which includes compressi-
bility extensions given by Zhang et al. [158], and the
k—e model of Huang and Coakley (keHC). For a
more detailed discussion of this study, see Section
4.4.1 above for the 2D compression corner. Only the
keLLS and kw88 models were applied to the 20° flare
case [11], and both models provided good predic-
tions of the surface pressure. The heat transfer
predictions were as much as twice the experimental
values. All six models were applied to the 35° flare
case [12]. The keLS, kw88, and gw models gave an
adequate prediction of the surface pressure levels
but underpredicted the size of the separation zone
by 60% (see Fig. 3). These models predicted an
early peak heating location (Fig. 4), with maximum
errors of a factor of 6.5, 3, and 4, respectively. The
keHC and keSO models gave reasonable pressure
predictions and only underpredicted the separation
zone size by approximately 20%. The peak heating,
however, was still overpredicted by a factor of 2.5.

Bedarev et al. [174] used the Wilcox 1988 k-w
model (kw88) to study the Kussoy and Horstman
cylinder flare experiments. They discussed a grid
sensitivity study, but did not report the results. In
addition, they did not discuss the sensitivities to
freestream turbulence levels or y* wall spacing.
They examined 20°, 30°, and 35° flares. Their results
do not appear to be as good as those of Huang and
Coakley [12] with the same turbulence model. The
reasons for these discrepancies are not known.

Olsen et al. [175] used the SA and Menter k-
SST model (SST) to study the Kussoy and Horst-
man cylinder flare experiments. Their domain
included the entire ogive-cylinder-flare, and an
extensive grid study was performed for a modified
k—e model known as the Lag model. The sensitivities
to wall y* spacing and freestream turbulence levels
were not addressed. Both models perform well for
all of the flare angles except 35°, where the upstream
pressure and heating rise is not accurately predicted.
It is notable that both models give reasonable
surface heat flux predictions, even in the interaction
region.

Babinsky and Edwards experiment [68,69]: This
experiment has not yet been used for turbulence
model validation but is recommended.

4.4.3. Case 3: cone with conical flare

There is only one experiment for the cone/conical
flare case that is appropriate for turbulence model
validation. Holden [44] performed experiments in

Calspan’s 96 in shock tunnel at Mach numbers of 11
and 13. As noted earlier, personal communications
with Holden (the author of Ref. [44]) confirmed that
the flare angle should be measured from the 6° cone,
not the symmetry axis [102]. An overview of the
turbulence model validation for the two models
applied to this case (as discussed below) is shown
graphically in Figs. 5 and 6.

Holden experiment: The Holden cone/conical flare
experiment [44] at Mach 11 with a flare angle of 36°
(as measured from the forecone) has been used for
turbulence model validation by Horstman [170],
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Fig. 5. Surface pressure turbulence model comparisons for Case
3: cone with conical flare at 36° (experiment by Holden [44]).
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Fig. 6. Surface heat flux turbulence model comparisons for Case
3: cone with conical flare at 36° (experiment by Holden [44]).
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who examined two different two-equation turbu-
lence models: the low Reynolds number k—& model
of Jones and Launder (keJL) and the low Reynolds
number k—e model of Rodi (keR) (a third “com-
pressible” k—e model is omitted from the present
discussion as mentioned in Section 4.4.1). Mesh
resolution studies were discussed; however, no
results were shown and no estimates of the
discretization error were reported. The sensitivity
to wall-normal mesh spacing was examined and is
reported in Section 4.4.1 above for the 2D
compression corner. As shown in Fig. 5, the surface
pressure was reasonably well predicted by the k&R
model in the interaction region, with the onset of
separation (judged by the initial rise in pressure)
occurring slightly downstream of the experimental
location. The keJL. model greatly underpredicts the
size of the separated zone, and both models fail to
capture a secondary peak in the pressure in the
vicinity of the downstream plateau region. The keJL
model also overpredicts the peak heating level by
nearly a factor of two, but accurately matches the
heating in the recovery region downstream of the
interaction (see Fig. 6). The ke¢R model under-
predicts both the peak heating and the heating levels
in the recovery region by 50%.

4.4.4. Case 4. axisymmetric impinging shock

There are two different axisymmetric impinging
shock experiments which are deemed acceptable for
turbulence model validation. The first is a series of
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Fig. 7. Surface pressure turbulence model comparisons for Case
4: axisymmetric impinging shock at 15° (experiment by Kussoy
and Horstman [35,70]).
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Fig. 8. Surface heat flux turbulence model comparisons for Case
4: axisymmetric impinging shock at 15° (experiment by Kussoy
and Horstman [35,70]).

experiments conducted by Kussoy et al. at a Mach
number of 7 on a cone-ogive-cylinder model
[35,70,71]. The second is a more recent experimental
investigation by Hillier et al. at Mach 9 on a hollow
cylinder model [72-75]. An overview of the turbu-
lence model validation for this case as discussed
below is shown graphically in Figs. 7 and 8.

Kussoy and Horstman experiment [35,70,71]:
Marvin and Coakley [176] used the Kussoy and
Horstman axisymmetric impinging shock experi-
ment [35,70] with a shock generator angle of 15° for
the validation of the g—w model of Coakley (qw).
The authors fail to report the effects of mesh
refinement, variations of the y* values, or the effects
of varying the freestream turbulence values. Predic-
tions with the gw model are given in Figs. 7 and 8
for surface pressure and heat transfer, respectively.
Although a mild amount of flow separation is
shown by the experimental data and the go model,
the model significantly underpredicts the size of the
interaction region. As a result, the model greatly
overpredicts the peak levels of pressure, skin
friction, and heat flux (although the scale chosen
for the original figures does not include the peak
values from the model).

The Kussoy and Horstman axisymmetric imping-
ing shock experiment [35,70] with a shock generator
angle of 15° has been used for turbulence model
validation by Horstman [170] who examined two
different two-equation turbulence models: the low
Reynolds number k—¢ model of Jones and Launder
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(keJL) and the low Reynolds number k—¢ model of
Rodi (keR) (a third “compressible” k—¢ model is
omitted from the present discussion as mentioned in
Section 4.4.1). Mesh resolution studies were dis-
cussed; however, no results were shown, and no
estimates of the discretization error were reported.
The sensitivity to wall-normal mesh spacing was
examined and is reported in Section 4.4.1 above for
the 2D compression corner. Neither model is able to
predict the mild amount of flow separation indi-
cated by the experimental data, and both also
underpredict the size of the interaction region. As a
result, the peak pressures are overpredicted by 25%
and the upstream pressure rise is not captured at all
(Fig. 7). The peak skin-friction levels are over-
predicted by a factor of two with the k¢R model and
a factor of three with the keJL model. Both models
match the surface pressure and skin friction in the
recovery region well within the experimental un-
certainty bounds. The surface heating levels, shown
in Fig. 8, are overpredicted by 50% with the keR
model and by at least a factor of two with the keJL
model, while the recovery heat flux is underpre-
dicted by 30% with keJL and 50% by keR.

Huang and Coakley [12] and Coakley et al. [7]
used both shock generator angles of the Kussoy and
Horstman experiment [35,70] for turbulence model
validation. Two two-equation turbulence models
were examined: the 1988 k—w model of Wilcox
(kw88) and the k—& model of Launder and Sharma
(keLS). A mesh refinement study was discussed, and
the authors state that changing the mesh had no
effect of the predictions. While a y* sensitivity study
was not conducted explicitly, the y* values were
kept below 0.5, which had been shown to be
sufficient for these models in a related study [11].
The effects of changing the freestream turbulence
quantities were not assessed in these studies. For the
7.5° shock generator case, both models accurately
predict the extent of the interaction region and the
surface pressure; however, both models also over-
predict the peak heating and skin-friction levels by
35% and 70%, respectively. As shown in Fig. 7 for
the 15° shock generator case, the width of the
interaction region is underpredicted, and the initial
pressure rise in the vicinity of the separated flow
region is not captured. The peak levels of pressure
and skin friction are overpredicted by approxi-
mately 30% and 100%, respectively. The keLS
model overpredicts the heating by more than a
factor of two, while the kw88 model is 60% higher
than the data (Fig. 8). The kw88 model overpredicts

all three surface quantities by at least a factor of two
in the recovery region. The keLS model accurately
captures the wall pressure and skin-friction in the
recovery region, but underpredicts the heating in the
recovery region by 50%.

Hillier et al. experiment [72-75]: To our knowl-
edge, this experiment has not been used in the
validation of one- or two-equation turbulence
models.

4.5. New flow geometries with and without pressure
gradient

4.5.1. Case 5: 2D impinging shock

A 2D impinging shock occurs when an externally
generated oblique shock impinges on a flat plate
boundary-layer. There are two experimental data
sets that satisfies the Settles and Dodson criteria.
Kussoy and Horstman [38] conducted a careful
experimental study of the 2D impinging shock case
in the Ames 3.5 ft Hypersonic Wind Tunnel at Mach
8.2. An overview of the turbulence model validation
for this case as discussed below is shown graphically
in Figs. 9 and 10. Recently, Schulein and coworkers
[76,77] also studied the 2D impinging shock case.

Kussoy and Horstman experiment [38]: The
Kussoy and Horstman 2D impinging shock experi-
ment [38] with an effective wedge angle of 10° has
been used for turbulence model validation by
Horstman [170], who examined two different two-
equation turbulence models: the low Reynolds

25 — —
- Case 5: 2D Impinging Shock
|- Mach 8.2, 10 deg.
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Fig. 9. Surface pressure turbulence model comparisons for Case
5: 2D impinging shock at 10° (experiment by Kussoy and
Horstman [38]).
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Fig. 10. Surface heat flux turbulence model comparisons for
Case 5: 2D impinging shock at 10° (experiment by Kussoy and
Horstman [38]).

number k—& model of Jones and Launder (keJL) and
the low Reynolds number k—¢ model of Rodi (k¢R)
(a third “compressible” k—¢ model is omitted from
the present discussion as mentioned in Section
4.4.1). Mesh resolution studies were discussed;
however, no results were shown, and no estimates
of the discretization error were reported. The
sensitivity to wall-normal mesh spacing was exam-
ined and is reported in Section 4.4.1 above for the
2D compression corner. As shown in Fig. 9, the
surface pressure was accurately predicted by both
models, with the predictions falling just outside the
experimental uncertainty bars over the entire inter-
action region. The models do appear to slightly
underpredict the upstream separation point as
judged by the initial rise in the surface pressure.
The keJL model overpredicts the heating by 60% in
the interaction region but accurately matches the
heating in the recovery region downstream of the
interaction (see Fig. 10). The k¢R model accurately
predicts the heating in the interaction region but
underpredicts the heating levels in the recovery
region by up to 20%.

The Kussoy and Horstman experiment [38] for 5°
and 10° wedge angles was also used by Smith [161]
in the validation of a two-equation k—/ model (k).
A compressibility correction designed specifically
for high-speed separated flows [7] was also investi-
gated by the author, but it is unclear how this
correction impacts the previous validation efforts
for the model, especially at low speeds. Results for

the corrected model will therefore not be included
here. The transition onset and extent were set to 50
and 100cm, respectively, (as suggested by the
experiment) to achieve the best fit to the undis-
turbed boundary-layer profile. A grid refinement
study was performed for the model with the
compressibility correction for the 10° wedge case
with minor effects on the surface properties. The y*
values in each case are discussed, but no p+
sensitivity was performed and the effects of varying
the freestream turbulence levels were not examined.
For the 5° wedge case, the surface pressure is
accurately predicted by the model, with a slight
underprediction of the upstream extent of the
pressure rise. The heat transfer was overpredicted
by as much as 30% within the interaction region for
this case. The results for the 10° wedge were similar.
Schulein et al. experiment [76,77]: Nance and
Hassan [172] and Xiao et al. [173] have used the k-
turbulence model (k{) to examine the Schulein
experiment. In both papers, a grid sensitivity study
is mentioned, but no results are presented. In
addition, sensitivities to wall y™ values and free-
stream turbulence levels are not discussed. The 10°
and 14° shock generators were studied, and good
agreement was found for both wall pressure and
skin friction. The heat flux in the interaction and
recovery regions was overpredicted, with the peak
heating being too high by a factor of two.
Fedorova et al. [177] used the Wilcox 1988 k—w
model (kw88) to study the Schulein impinging shock
experiment for shock generator angles of 6°, 10°,
and 14°. No grid study was discussed, and the
sensitivities of the results to freestream turbulence
levels and wall spacing were not addressed. They
found good agreement for the surface pressure at all
shock generator angles. The skin friction was
accurately predicted for the smaller generator
angles, but the recovery skin-friction levels were
underpredicted for the 14° case. The peak heating
was overpredicted for all cases in the interaction
region by roughly a factor of two, but the heating
rate in the recovery region appears to be accurate.

4.5.2. Case 6: flat plate/cylinder

For the numerical solution of the hypersonic
turbulent flow on a sharp flat plate with a Navier—
Stokes code, there are many choices for the grid. It
is recommended that a parabolic grid be used as
described in Roy and Blottner [166]. The boundary
conditions for a parabolic grid are well defined and
are continuous without a singularity at the leading



C.J. Roy, F.G. Blottner | Progress in Aerospace Sciences 42 (2006) 469-530 507

edge. The assessment of accuracy of turbulence
models can be performed with numerical predic-
tions for a group of experiments compared directly
with the experimental data. However, a better
approach is to transform numerical predictions
with the correlation theory into a curve which
should match the theoretical correlation curve
within a small error. The following investigators
have used the hypersonic experimental data given in
Table 2 to assess the accuracy of one- and two-
equation turbulence models for boundary layers
with zero-pressure gradient.

Huang et al. [179]: An assessment of two-equation
turbulence models has been performed in Ref. [179],
and it has been determined that the k—e Launder—
Sharma (keLS) and Wilcox 1988 k—¢ (kw88) models
do not give the expected law of the wall behavior.
The k—w model is much less sensitive to density
effects than the k—& model. A density correction to
the closure coefficients was developed that im-
proved the accuracy of the two-equation models in
the logarithmic part of the turbulent velocity profile.

Aupoix et al. [8,180,181]: In the paper by Aupoix
and Viala [8] the standard turbulence models are
assessed with supersonic and hypersonic boundary-
layer flow on an adiabatic flat plate. The authors use
the following adiabatic wall experimental database
to evaluate the local skin-friction correlations and
to obtain reference test cases to evaluate turbulent
model predictions (note: these cases are referred to
as AVC experiments in Table 1):

Supersonic: Coles [135], Kistler [184], Hasting—
Sawyer [185], Mabey et al. [186,187], Richmond
[188].

Hypersonic: Winkler—-Cha [112], Moore [114],
Watson et al. [125,126], Laderman and Deme-
triades [127].

The Van Driest II and HBC approaches correlate
the experimental database for adiabatic flat plate
flows within a scatter of £10%. The data is not
sufficiently accurate to determine which correlation
is more accurate. Also the authors investigate the
influence of the non-dimensional form of y* in the
wall damping functions. For high Mach number
flows, density gradients influence the logarithmic
behavior of the velocity profile and the turbulence
models require additional modeling to retain the
logarithmic region. A density gradient correction to
the turbulence models is investigated using the
approach of Huang et al. [179]. The database given

above is used to assess the accuracy of density
gradient corrections added to standard turbulence
models. The Wilcox 1988 k—w model (kw88) is less
sensitive to density gradient effects than the k—e
models.

The initial work of Catris and Aupoix was given
in an ATAA paper [180] and was later published as
Ref. [181] with additional work included. The
authors have proposed modifications of the diffu-
sion term in the compressible turbulent transport
equations for the various turbulence models. The
models investigated are the Chien k—¢ model
(keCH), Wilcox k—m 1988 model (kw88), the Smith
k—1I model (kl), and the SA model. The modified
turbulence models are assessed for supersonic and
hypersonic zero-pressure gradient boundary-layers
where the accuracy of the velocity profile and skin
friction are determined with the reference test cases.
Velocity profile predictions with the various turbu-
lence models are compared to the following flat
plate experimental databases: Mabey et al. [186]
(Mach 4) and Winkler and Cha [112] (Mach 5.3).
Skin-friction predictions with the various turbulence
models are compared to the following experimental
databases: Mabey et al. [187], Winkler and Cha
[112], Watson [126] (Mach 10-11.6), and Owen et al.
[84] (Mach 7.2). The modified turbulence model
solutions generally improve the prediction accuracy.

Bradshaw et al. [178]: As a part of the Stanford
Collaborative Testing of Turbulence Models, one of
the entry cases is the compressible flow over a flat
plate at a Reynolds number of 10* based on
momentum thickness. The final problem definition
requested turbulence modelers to obtain the follow-
ing solutions: (Case A) Mach 2, 3, 5, and 8 with an
adiabatic wall and (Case B) Mach 5 flow with
Tw/Taw equal 0.2, 0.4, 0.6, 0.8, and 1.0. The Van
Driest II values of compressible local skin friction
and Stanton number with Reynolds analogy factor
of 1.16 were determined by Bradshaw as the
reference solution for comparison. For Case A,
the average of the modeler predictions for skin
friction were 1% below reference values at Mach 2
and 4% above reference values at Mach 8. For Case
B, the average of the modeler predictions for skin
friction were 5.2% high for Ty, /T,y = 0.2 and 2.5%
high at Ty, /T,w = 0.8. Some further refinement of
specification of the viscosity law and equation of
state for a perfect gas is needed.

Bardina et al. [13]: The Mach 5 boundary-layer
flow over an adiabatic flat plate was investigated at
momentum thickness Reynolds numbers of 5000,
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10,000, 20,000, 50,000, and 100,000. The authors
performed careful numerical solutions to ensure
that the solutions for four turbulence models
(Launder—Sharma k—e¢, Wilcox 1998 k—w, Menter
SST k—w, and Spalart-Allmaras) had small numer-
ical errors. The Van Driest II transformation
theory was used with the von Karman—Schoenherr
incompressible skin-friction relation to obtain the
compressible skin friction for comparison with
the numerical predictions from the four turbulence
models. For this case, the Van Driest approach
provides a good approximation to flat plate skin
friction experimental data. The keLS model showed
a significant underprediction of the skin friction
(as much as 20%). In addition, the transfor-
mation of HBC gives larger skin friction (5-10%)
than the Van Driest II transformation. The com-
pressible velocity profiles for the four turbulence
models were transformed to incompressible form
and compared to the log law of HBC. The
keLLS turbulence model again gave poor results.
The SA turbulence model gave the best overall
predictions for the skin friction and the velocity
profile.

Roy and Blottner [16]: Roy and Blottner [16]
examined Mach 8, calorically perfect gas flow over a
flat plate using four different turbulence models:
SA, Nagano and Hishida k—¢ (keNH), Wilcox 1998
k—w (kw98), and Menter’s BSL k—w (BSL). The
conditions correspond to 15km altitude and a wall
temperature of 1000 K was used. The plate was 1 m
long, and transition was specified at 0.12m to allow
a significant amount of both laminar and fully-
developed turbulent flow. The simulation results
were compared to the accurate laminar and
turbulent results obtained for this case by Van
Driest [99,133]. The validation methodology dis-
cussed in Section 2 was used. Multiple grids were
run in order to estimate the discretization error. In
the fully-developed turbulent region, the discretiza-
tion error for the SA model was approximately
0.5%, while the error for the two-equation models
was near 1%. These estimates increase to 0.6% and
1.25% when a safety factor of 1.25 is included. The
effects of varying the wall y* values between 0.01
and 1.0 were studied, and the models were found to
be relatively insensitive to y™ variations below 0.25.
Skin friction as a function of Reynolds number in
the turbulent region are shown in Fig. 11 for each
model. The results appear to reach an approxi-
mately constant error relative to the Van Driest
correlation by the end of the plate. At this location,
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Fig. 11. Skin friction turbulence model comparisons for Case 6:
flat plate/cylinder (correlation is Van Driest II [51]).

the Wilcox (1998) k—w model underpredicts the
Van Driest II curve by 6.7%, while the SA, Menter
k—w, and low Reynolds number k—¢ overpredict
the skin-friction by 1.4%, 3.1%, and 6.3%, respec-
tively. Accounting for the grid convergence errors,
the skin-friction predictions from the SA and
Menter k—e models are within the error tolerances,
while the low Reynolds number k—¢ and Wilcox
(1998) k—m models are not. In addition, the surface
shear stress values for the Wilcox (1998) k—w model
showed a sensitivity of up to 4% to the freestream o
values.

Coratekin et al. [171]: The authors have developed
a compressible Navier—Stokes code and are con-
cerned with the performance of the numerical
scheme and accuracy of three linear turbulence
models for hypersonic perfect gas flows [171]. The
turbulence models in the code are the following:
Wilcox k—w model (kw88) (with two compressible
corrections—Coakley et al. [7] have developed a
length scale correction for reattachment boundary-
layer flows while Coakley and Huang [7,11] have
introduced a correction in flow regions with strong
compression effects), SA one-equation model, and
Menter k—w (SST) model. The turbulent boundary
layer on an isothermal flat plate at Mach 5 is solved
with the code and compared with the Van Driest 11
[51] correlation of the skin friction. At a given
momentum thickness Reynolds number, the turbu-
lent model predictions for skin-friction are lower
than the values obtained with the Van Driest II
theory.
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4.5.3. Case 7: sharp circular cone

The supersonic/hypersonic flow over a sharp cone
at zero angle of attack is of interest as the flow
properties at the edge of the boundary layer are
approximately constant along the cone. The sharp
cone is an extension of the flat plate geometry and is
basic to the understanding of turbulent boundary-
layer flows. From a computational point of view,
this geometry is not ideal because the singularity at
the sharp tip can make it difficult to obtain accurate
numerical solutions. With the appropriate extension
of the flat plate type of grid [166], the tip singularity
problem can be handled.

McDaniel et al. [183]: McDaniel et al. [183] are
concerned with the modeling and prediction of
boundary-layer transition in high speed flows. The
k—{ (k{) Robinson-Hassan turbulence model is
used for the fully turbulent flow. The experimental
database of Kimmel (see Kimmel [89, 4.5.3]) is used
to evaluate the validity of the transition model and
also shows the accuracy of the k—{ model for
hypersonic turbulent flow. The turbulent heat flux
prediction has an accuracy of approximately 10%
and the prediction is smaller than the experimental
value.

Roy and Blottner [16]: Flow over a sharp cone
with a half angle of 7° was examined by Roy and
Blottner [16] using four different turbulence models:
SA, Nagano and Hishida k—¢ (keNH), Wilcox 1998
k—w (kw98), and Menter’s BSL k—w (BSL). The
flow conditions correspond to a wind tunnel test
performed by Kimmel [89,90], where transition
occurs at approximately 0.5m downstream of the
cone tip. The gas is air, and the temperatures are
such that the perfect gas assumption with y = 1.4 is
appropriate. The discretization error in surface
heating for the SA model was estimated to be
0.25% in the turbulent region. The two-equation
models had numerical error estimates of less than
1.5% in the turbulent region. The effects of varying
the wall y*t values between 0.01 and 1.0 were
studied, and the models were found to be relatively
insensitive to y* variations below 0.25. In this case,
the surface heating values for the Wilcox (1998)
k—m model showed a sensitivity of up to 4% to the
freestream w values.

Skin-friction predictions versus surface distance
Reynolds number are presented in Fig. 12 for the
four turbulence models as well as the correlations of
Van Driest [55] and White [56]. Taking the average
of the two correlations as the true experimental
value, all of the models are within the estimated
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Fig. 12. Skin friction turbulence model comparisons for Case 7:
sharp circular cone (correlations are Van Driest® [55] and White’s
cone rule® [56]).
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Fig. 13. Surface heat flux turbulence model comparisons for
Case 7: sharp circular cone (correlations are Van Driest” [55] and
White’s cone rule® [56] and experiment by Kimmel [89,90]).

uncertainty of £5% except for the Wilcox 1998
k—w model, which underpredicts the skin friction
by roughly 10%. Surface heating results versus
surface distance Reynolds number are presented in
Fig. 13 for the four turbulence models along with
laminar boundary-layer code results and the turbu-
lent Van Driest cone theory. Note that (a) refers to
the transformed Van Driest [55], while (b) denotes
White’s cone rule [56]. In addition, experimental
data is taken from Kimmel [90] and includes the
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Fig. 14. Surface heat flux turbulence model comparisons
(enlarged view) for Case 7: sharp circular cone (correlations are
Van Driest* [55] and White’s cone rule® [56] and experiment by
Kimmel [89,90]).

conservative 10% error bounds suggested by the
author. Although the surface heating predictions in
the transitional region do not match the experi-
mental data, the predictions in both the laminar and
turbulent regions are generally within the experi-
mental error bounds. An enlarged view of the
turbulent heating region is presented in Fig. 14. At
the end of the cone, the two theoretical correlations
agree to within 4%. This difference is well within the
accuracy of the correlations, which is estimated to
be approximately +£5-10%. Taking the theoretical
value to be the average of these two curves, the
Wilcox (1998) k—w model is roughly 5.7% below
the theory at the end of the cone. Both the Menter
k—w model and the low Reynolds number k—¢
model predict heating values approximately 2.5%
high, while the SA model is 4.3% high. Accounting
for the discretization errors, all of the turbulence
models are well within the estimated error bounds.

Summary of turbulence model validation for the
sharp cone: The use of the sharp cone for validation
of zero-pressure gradient turbulent boundary-layer
flows has been limited. Hypersonic cone flow is
considered a simple problem that is not computa-
tionally expensive as the flow is axisymmetric. The
experimental results have been mainly measure-
ments of wall heat transfer, which has been used for
validation of turbulence models. The theoretical
prediction of surface heat transfer is less accurate
than skin-friction prediction as the Reynolds
analogy factor and a Mangler transformation are

required, which are of Ilimited accuracy (see
Appendix C). There is a need to further predict
conical and flat plate flows with various turbulence
models and compare the results with experimental
measurements. This will help establish turbulence
modeling accuracies and the relation between
planar 2D and axisymmetric turbulent boundary-
layer flows.

4.6. Conclusion and recommendation on turbulence
model validation usage

Of the 18 turbulence models examined in this
review, only six of them have seen extensive
validation usage on the current 2D/axisymmetric
hypersonic experimental database. In many cases,
the effects of grid refinement on the predictions were
not demonstrated. Furthermore, in none of the
shock interaction cases were the numerical errors
estimated with regard to grid refinement, nor were
the sensitivities to the freestream turbulence quan-
tities assessed. We recommend that future model
validation efforts include a comprehensive grid
refinement study, along with estimates of the
discretization error and iterative error.

The ability of the models to predict surface
pressure was mixed, with Rodi’s k— model per-
forming the best; it was accurate for a majority of
the cases with the exception of the region immedi-
ately upstream of the interaction. The ability of the
models to predict skin friction cannot yet be
determined since only a few of the experiments
include detailed skin-friction data. The heat flux
predictions were generally poor, with the best model
(again Rodi’s k—¢ model) still off by a factor of two
for most of the shock interaction cases. While these
model validation results should be used with
caution due to the failure of most authors to
adequately address numerical errors and model
sensitivities, they do suggest that these turbulence
models are not yet capable of accurately predicting
hypersonic shock/boundary-layer interactions, even
for the simple 2D/axisymmetric geometries. This
shortfall needs to be addressed before attempting to
predict complex, three dimensional (3D) flows
involving shock wave/turbulent boundary-layer
interaction.

For the two zero-pressure gradient cases (the flat
plate and the sharp cone), the available correlations
for skin friction are widely accepted as being more
accurate than any single experimental data set. For
example, the skin-friction correlations for the flat
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plate are within +5%. The correlations for heat flux
have additional uncertainties related to the choice
for Reynolds analogy factor and require further
study, as does the transformation to convert skin
friction and heat transfer from the flat plate to the
sharp cone for turbulent flows (the current recom-
mend value for this transformation is 1.13 for
turbulent flows, see Section 3.3.2).

There is a need for new model validation studies
with a focus on the newer experiments in the
current 2D/axisymmetric hypersonic database (e.g.,
[68,69,72—78]). We find it surprising that the
Menter’s SST [160] model and, to a lesser extent,
the SA [147,148] model, have seen only limited
assessment with this hypersonic database. These
two turbulence models are arguably the most
commonly used turbulence models for external
flows in the subsonic, transonic, and supersonic
speed range.

Compressibility corrections should be implemen-
ted in the baseline turbulence models. Some of these
corrections (e.g., [180]) vanish as the mean density
variations are reduced, thus ensuring prior model
validation efforts at low speeds are still valid. For
other corrections (e.g., [7]), the low-speed model
validation test cases should be revisited (the
subsonic through supersonic test cases of Marvin
and Huang [5] are recommended). Future modeling
efforts should also investigate the effects of shock
unsteadiness (e.g., [189,190]) and the effects of
variations in the turbulent Prandtl number (e.g.,
[173,191]). In general, the use of ad hoc model
corrections applied to a limited class of flows
resembles calibration or parameter fitting and
should be avoided for turbulence models that will
be applied to general hypersonic flows; thus the
effects of any turbulence model modifications
should be assessed for a wide range of flows.

5. Conclusions

The current recommended database for 2D/
axisymmetric hypersonic experiments is composed
of seven different geometries. For the cases invol-
ving shock/boundary-layer interaction, we have
added one additional geometry, the 2D impinging
shock, to the previous hypersonic validation data-
base. There are two new validation experiments
discussed on this geometry. For the original four
geometries in the Settles and Dodson review [1-4],
three new experiments have been added. These
new experiments generally provide higher spatial

resolution data and use newer measurement techni-
ques, and thus are highly recommended for tur-
bulence model validation. The current 2D/axisym-
metric hypersonic experimental database for shock
interacting flows appears to be sufficient for
validating turbulence models for predicting surface
pressure and heat flux; however, there are not
sufficient data for validating skin-friction predictions.
Furthermore, the current database is not sufficient for
improving the turbulence models since there are
very few measurements of mean and fluctuating
turbulence quantities in the interaction region.

The two zero-pressure gradient cases, the flat
plate/cylinder and the sharp cone, have been the
subject of extensive experimental investigation. As a
result, the available correlations for skin friction on
the flat plate are estimated to be accurate to within
+5% and are widely accepted as being more
accurate than any single experimental data set.
The flat plate correlations for heat flux have
additional uncertainties related to the choice for
Reynolds analogy factor and require further study.
For the flat plate, theoretical results for the mean
profiles of velocity and temperature are also
available [54]. The correlations for both skin friction
and heat transfer for the sharp cone have larger
uncertainties due to the difficulties in determining
the proper flat plate/cone transformation.

Of the 18 turbulence models examined in this
review, only six of them have seen extensive
validation usage on the 2D/axisymmetric hyperso-
nic experimental database. For the models that have
been assessed on the database, most provide
reasonable predictions of surface pressure (and skin
friction when available), but not for surface heating.
The heating rates are generally overpredicted by the
models by as little as a factor of two or as much as
an order of magnitude in the interaction region and,
to a lesser extent, in the recovery region. In only a
minority of cases have these turbulence model
assessments included an adequate assessment of
numerical errors. In addition, the model assess-
ments rarely included sensitivities to wall y* spacing
or freestream turbulence quantities.

6. Recommendations

There is an urgent need for new hypersonic flow
experiments be conducted. In addition to surface
quantities (pressure, skin friction, and heat flux),
these experiments should measure profiles of both
mean properties and turbulence statistics (rms
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velocities, Reynolds stresses, turbulent kinetic en-
ergy, etc.) in the interaction region. Despite the
difficult challenges (short flow residence times,
particle seeding, etc.), these turbulence profiles
should be measured with non-intrusive optical
techniques if possible. The more detailed turbulence
information from non-intrusive experiments or
DNS might aid in the determination of where the
turbulence models break down, ideally on a term-
by-term basis. For any new experiments, significant
efforts should be made to quantify and reduce the
experimental uncertainties in the measured and
freestream quantities.

We recommend that a comprehensive study be
undertaken to assess a wide range of turbulence
models (including current popular models) on the
current 2D hypersonic experimental database. This
study should follow the turbulence model validation
methodology discussed in Section 2, which includes
careful documentation of the test cases and turbu-
lence models employed, estimates of the numerical
error, model sensitivities to wall y* spacing and
freestream turbulence values, and quantitative
comparisons with experimental data. The effects
of model corrections should also be examined (e.g.,
compressibility, shock unsteadiness, variations in
turbulent Prandtl number), but only in a manner
which does not destroy the prior validation history
of the model (including low-speed incompressible
flows). As detailed experimental measurements and
DNS data become available for mean and fluctuat-
ing turbulence quantities, the modeling of specific
physics in the turbulence models can be examined,
and the predictive capability of turbulence models
for hypersonic flows can be improved.
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Appendix A. Compressibility corrections
With the two-equation turbulent turbulence

models, the standard form of these equation is not
adequate for obtaining the logarithmic region of the

velocity profile for compressible flows (e.g., see [54]).
For the k—¢ turbulence model, the standard and
modified equations developed by Catris and Aupoix
[180] are presented. In addition, the modified
equation for the eddy viscosity for compressible
flow developed by Catris and Aupoix [180] is also
presented.

A.1. Two-equation k—¢ turbulence models

The standard or classical form of the turbulent
kinetic energy equation is
Dk 0 0
0 — = —(pk) + — (pu;k) = Dy + Spr — Spx,
(A.1)

where the diffusion, production, and destruction
terms are

0 ok
Dy = s [(M+ﬂ—T> —}, Spr = Pr, Spr = pe.

ok ) Ox;

In the above Pj is the turbulent kinetic energy
production. Huang et al. [179] have shown for two-
equation turbulence models, that density correc-
tions to the incompressible closure coefficients are
required to obtain a logarithmic region of the
velocity profile for compressible flows. Catris and
Aupoix [180] have modified the turbulent transport
equation for two-equation turbulence models. A
compressibility correction to the turbulent kinetic
energy equation has been developed by Catris and
Aupoix, which gives the same form as Eq. (A.1)
except the diffusion term is modified as follows:

o= [(t )20
ox; [\p pox) 0x;

The standard or classical form of the dissipation
equation is

Dy _ o0
P o= at(pq0)+axj(pu]qo)

=D, + Sp; — Spe, P =é, (A2)

where the diffusion, production, and destruction
terms are

0 Op P
Ds = e) A |» e — Cg P )
i [ ur/nagt) sn=ainind

2

SDs = C:;szp%-

A compressibility correction to the dissipation
equation has been developed by Catris and Aupoix
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[180], which gives the same transport equation as
Eq. (A.2) but with ¢ = pe. The diffusion term
becomes

e &gz
¢ ax, ﬁ O'Eﬁ axj ’
SPII - CI:LfIPk%a

2
SD;: = CEZfZ % .

The production, and destruction terms are the same
form as above but ¢ = pe.

Spalart— Allmaras model: The transport equation
for the eddy viscosity was originally developed by
SA. Spalart [192] states, “Note that the S-A paper
was silent on large density variations, and there-
fore...”. The transport equation is written with the
dependent (working) variable ¢ = v in the following
form, which is appropriate for SA model for
incompressible flows:

Dy _d¢ _ Op

Do ey
The turbulent eddy viscosity is related to the
dependent variable by the relation puy =pof,;.
The diffusion term D* is

«_ 0 [ 0p
b= 0x; (# ax_/) -

1 =(u/p) + ¢l/o.

The production term is S} = cbIS‘(p and the destruc-
tion term is S}, = cwlfw((p/d)z. The various terms
introduced are defined in the original paper of
Spalart and Allmaras. The gas density p does not
appear in the transport equation for ¢ except in the
viscous sublayer. However, the density does appear
in the relation for determining the eddy viscosity.

In fluid dynamics codes, the governing equations
are generally written in conservation form. The
above kinematic eddy viscosity transport Eq. (A.3)
is rewritten in conservation form by multiplying the
equation by the density and using the conservation
of mass equation to obtain the following conserva-
tion form for the SA turbulence model:

_Dep 0O _ 0 _
A — (pu;0) = D —Sp. (A4
P 5 =73 t(;w) + o (pu;o) +S,—Sp. (A4

The diffusion term with a variable density included
is

0 1)
D= 2
0x; (ﬂef axj) "

= D"+ S: — S}, (A.3)

b2 09 Og

b
g Qu;

b2 0 O

o Ox; 0x;

« 09 0p
an an’

fee =P K =[u+pol/o.
The production term is

Sp =Sy = c51Spo. (A.5)
The destruction term is
Sp = pS} = cw1f yPl@/d) . (A.6)

The last term in the diffusion term above, which
involves the density gradient, is zero for incompres-
sible flows and is usually neglected for compressible
flows (see for example: [13,166], and the FLUENT
code [193]).

The SA model has been modified by Catris and
Aupoix [180] to account for compressibility effects.
The resulting Catris and Aupoix equation for the SA
turbulence model for compressible flow is

D(pp) 0 _ 0
D = 5(090) + u; 5%, (o)
=D+ Sp—Sp,
¢ = (ur/P)f 1- (A7)

The diffusion term is

p— O [#0/Pe) +(ﬁ¢>) o(vPo)

0x;j o Ox; o Oy

+ 20 (oo (o)
]

7 O

The form of Eq. (A.7) in conservation form on the
left-hand side becomes

D(ﬁq))_ 0 — 0 — _ auj
D = al(pqo)+axj(puj<p) PP,

=D+S,— Sp. (A.8)

The production term is defined in Eq. (A.5) and the
destruction term is defined in Eq. (A.6).

Appendix B. Turbulent flat plate correlations
B.1. Correlation of skin-friction data

The standard approach for correlation of com-
pressible skin friction on a flat plate is the van Driest
IT transformation theory [51]. This approach trans-
forms the compressible skin friction at a given
Reynolds number (Re, or Rey) into the incompres-
sible skin friction at an incompressible Reynolds
number. A more complete analysis for the correla-
tion of the skin friction has been developed by
Hung, Bradshaw, and Coakley (HBC) [54]. The
correlation theories transform the experimental
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compressible skin friction and Reynolds numbers
into incompressible values as follows:

Ci = F.Cy,

F. skin-friction transformation function.

Re} = FRe,,
Reynolds no. transformation function.

F, surface distance

Rez = F(.)Reg,
Reynolds no. transformation function. (B.1)

Fy momentum thickness

Therefore, if the theory is accurate, the transformed
skin-friction C} and Reynolds numbers Re} and Re},
should be the same as the incompressible values.

Cr ~ Crj, Re;~ Rey;, Rej=~ Rey,.

The compressible skin friction, Reynolds numbers,
and transformation functions for the van Driest 11
theory are

Cr = 2tw/pous, Rex = peuiex/p.,

Rey = peu(’g/:uea (Bz)
F.=rm/(sin"" o« +sin~' p)?,

Fy=Fy/Fe, Fo=p/ty (B.3)

where

m= Mg(“/ - 1)/2: F= Tw/Tea

A=+/rm/F, B=(+rm—F)/F,

r = Recovery factor = 0.9,

o= (24— B)/V4A* + B*, B=B/\/44’/B.

The local incompressible skin friction is evaluated
from the Karman-Schoenherr relation, which is
considered one of the most accurate fits to the
incompressible experimental data:

1
~ log(2 Reglino)[17.075 log(2 Regline) + 14.832]°
(B.4)

The accuracy of the theories relative to the
experimental C; data is illustrated by plotting the
transformed skin friction F.Cr as a function of
the transformed Reynolds number FyRey. The
transformed data should be in close agreement with
the Karman—Schoenherr curve plotted on this
figure. A more sensitive illustration of the accuracy
is to use percent error E of experimental skin

Cr,

friction relative to theoretical value Cy;, which is
obtained from

E =[(F.Ct/Ct.) — 1] x 100.

Then the percent error E is plotted versus FyRey.
Compressible turbulent model predictions can be
treated in the same manner. Correlation of the
experimental measured skin friction of compressible
flows (Mach<5) has proven to be reasonably
effective with the Van Driest II approach. The
correlation approach of Huang et al. [54] gives
results of similar accuracy. Squire [52] estimates that
the accuracy of the Van Driest II correlation is
within £3% for the flat plate. Based on the
sometimes erratic agreement between experiments
and the correlation, we feel that this error estimate
is somewhat optimistic and should be increased to
+5%.

B.2. Correlation of heat transfer

Reynolds analogy [194] is used to predict the wall
heat flux and was developed for incompressible
flow. The compressible Reynolds analogy is written
in the same form which gives

2St/Cy = Ryr = Reynolds analogy factor, (B.5)

where St is the compressible Stanton number, Cy is
the compressible skin friction, and R, is the
Reynolds analogy factor. The above is multiplied
by F. which is defined in Eq. (B.3) and gives the
incompressible Stanton number and the trans-
formed Reynolds numbers

St = F.St = Ry Cf /2,

Rei = FXRexa Re; = FgReg. (B6)

The transformed skin friction C} can be approxi-
mated with the Karman—Schoenherr relation given
in Eq. (B.4). Assume the Reynolds analogy factor is
known (R, &~ 1). Therefore, Eq. (B.6) can be used
to determine the compressible Stanton number and
Reynolds number or experimental compressible
Stanton and Reynolds numbers can be transformed
into incompressible Stanton and Reynolds numbers.
The transformed compressible experimental data
plotted as F.St versus FyRey should be near to the
correlation curve given by Eq. (B.6) with Cf
determined from Eq. (B.4) evaluated with Rej.
Turbulent model predictions can be correlated in
the same manner.
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Two forms of the Stanton number are used with
different locations for the evaluation of the en-
thalpy. The edge and adiabatic Stanton numbers for
real and perfect gas models are

Ste = qW/peue(He - hw) = qW/Pe”eCp(Te —Ty),

Staw = qW/Pe”e(haw —hy) = qV\//Pe”eCp(Taw —Ty),
¢ = 7R/G — D). (B.7)
The adiabatic wall enthalpy for a real gas is
obtained from the following first equation and the
second equation gives the adiabatic wall tempera-
ture for a perfect gas:

2

ru
haw Zhe +76a

ug y—1 2
M=, T, ( 2 )ME'

The first form of the Stanton number St. becomes
infinite when Ty, = T.. The second form of the
Stanton number St,,, becomes indeterminate when
the heat flux is zero and Ty = T,,. The Stanton
numbers can use the free stream conditions for the
density and velocity rather than boundary-layer
edge conditions. Fernholz and Finley [29] use the
second form in Eq. (B.7), but they recommend that
the heat flux be written in the form suggested by
Green (see in Fernholz and Finley [29, p. 50]), which
is CO = Nqw = ¢,/ p.ucHe. This relation avoids the
difficulties with having a indeterminate equation.
Also the heat transfer coefficient /4. is used and is
defined as q,, = he(Taw — Tw)-

The Reynolds analog factor is used to predict the
heat transfer and is defined in two forms

Uedy,
Tw(He — hw)

Taw = Te(l + rm),

Ry = Ste(cfe/z) =

— Uelyy
Twcp(Te — Ty +m) '

Uely
Tw(haw - hw)
Uedy,

= m. (B.8)

The ratio of the Reynolds factors becomes
Rafe/Raf = (Taw - TW)/(Te - TW + WZ)

As the Mach number approaches zero, m — 0,
T,w—> T., and the ratio of the Reynolds
factors Rufe/Rar — 1. For low-speed flows, authors
usually use R, while for compressible flow authors
use Raf.

Ry = Staw(cfe/z) =

Many of the models for the Reynolds analogy
factor for incompressible flow are of the form

Ry = [Prr(1 4+ g\/Cr/2)]7, g = Ca(l — Pr).

(B.9)

The value of the constant Cy depends on the model
used for the velocity in the viscous sublayer. There
are many models for the Reynolds analogy factor
Ry, some are given below (note: unless otherwise
stated, it is assumed that Pr = 0.71 in these models).
The various models described below are evaluated
with Prr =090 and Rey= 10" which gives
Cr; = 2.6345 x 1073, The foregoing values of the
parameters are used unless indicated otherwise.
Some of the often referred to models or important
models are briefly described next. In addition,
results are included from an experimental investiga-
tion of the hypersonic Reynolds analogy factor.

Reynolds [194] assumed the laminar and turbulent
Prandtl numbers are one, the flow is incompressible,
and neglected the viscous sublayer, which gives
Ry =1.

Prandtl [195] and Taylor [196] were concerned
with low-speed flows and used the Stanton number
St. and the Reynolds analogy factor as given in Eq.
(B.9) with Prr =1

Prandtl: Cy =8.7, ¢g=2.523, R, =1.101,

Taylor: Cq =11.5, ¢g=3.335 Ry =1.138.

This model is described by von Karman [197] and
by Schlichting [198] (p. 709). The authors assume
the turbulent Prandtl number is one and the flow is
incompressible. The velocity profile model includes
the viscous sublayer which is neglected in the
Reynolds model. Rubesin [199] gives Cy = 11.5
for the Prandtl-Taylor model. von Karman indi-
cates that Prandtl uses Cgy = 8.7 while Schlichting
indicates Prandtl uses Cy = 5.0.

Colburn [200] developed an empirical model for
incompressible flow with Prr =1 which gives
Ry = Pr?3 = 1.256.

von Karman [197] considers low-speed flows and
uses the Stanton number Sf. and the Reynolds
analogy factor is given in Eq. (B.9) with g defined as
g =5{(1 = Pr)—In[l — 5(1 — Pr)/6]} = 2.833,
Prr=1, Ry =1.115.

The turbulent Prandtl numbers is assumed to have a
value of one and the flow is incompressible. A three

layer turbulent boundary-layer model is used with a
viscous sublayer, a log layer, and a buffer layer,



516 C.J. Roy, F.G. Blottner | Progress in Aerospace Sciences 42 (2006) 469-530

which is approximated with a linear variation. The g
function is more complex due to the three layer
model.

van Driest [51,201] models compressible flow and
uses the Stanton number Sz,, and the Reynolds
analogy factor is given in Eq. (B.9) with

5 7
g=Cg<B—In I_EB —0.54 F—G-I.SA

= 1574, Cy=5,

A=1—Prr=0.1, B=1-Pr/Prr=021111,

Ry = 1.061.

The model assumes arbitrary constant turbulent
Prandtl number. When Prt = 1, the above equation
is the same as the von Karman model given above.
The turbulent Prandtl number Prt = 0.86 and Pr =
0.72 in the paper of van Driest.

Chi and Spalding [138] use the transform relations
in Egs. (B.6) and (B.1). The van Driest transforma-
tion functions given in Eq. (B.3) are evaluated with
the Spalding—Chi transformation theory [110]. Chi
and Spalding developed the following skin friction
relation which was then used in the compressible
Reynolds analogy given in Eq. (B.6):

Cr.i/2 =[3.8 4+ 5.771og(Reg)] 2.
The Stanton number correlation curve becomes
Ste; = Raf[3.8 4+ 5.77 log(Rep;)] 2,

Cr/2 = 1.60(In Re,)™"".

(B.10)

When Re,; is specified, the incompressible skin
friction is obtained from the above Schultz—Grunow
relation. The authors use Cr; and St.; from the
experimental data of Reynolds, Kays, and Kline
[202] to determine the Reynolds analogy factor that
matches the Stanton number database with the
Stanton number correlation curve. The minimum
error is obtained when R,; = 1.16. The relation used
to correlate the compressible Stanton number data
becomes

St* ~ F.St. = 1.16[3.8 4 5.77log(FyRey ;)] >,
Rez ~ FyRey,

F@ — (Tw/Te)70702(Taw/Tw)0772

The transformation functions F, and F. are the
same as van Driest I1 relations given Eq. (B.3) and Fy
is given above. The incompressible skin friction term
Cii/2 can also be obtained from Eq. (B.4). The

Chi—Spalding incompressible skin friction Eq. (B.10)
gives values that are 5.5-4.5% higher as Rep; goes
from 10° to 10° than obtained with the Kar-
man-Schoenherr skin-friction relation. Therefore, if
the Karman—Schoenherr relation is used for Cf/2,
then the Reynolds factor must be changed to R, =
1.22 in order to obtain agreement with the database
of Reynolds et al. [202]. The database used in testing
the accuracy of the correlation of compressible
Stanton numbers are from 11 experiments. With this
database Chi and Spalding indicate that the Stanton
number correlation function has been validated for
Rey from 500 to 10%, Mach numbers up to 10,
Taw/Ty from 0.5 to 2.7, and Re, from 10° to 10%.

Keener and Polek [140] made direct measurements
of skin-friction and heat transfer on a smooth flat
plate with a hypersonic turbulent boundary layer.
The edge Mach number varied from 5.9 to 7.8 and
Tw/Taw was 0.32 and 0.50. The measured skin
friction and heat transfer are estimated to be
accurate within 5%. The authors are concerned
with compressible flow and use the Stanton number
St,w. For these experimental conditions, the authors
recommend that R,y = 1.0 with the maximum data
scatter of 9% and with most of the data within 4%.
This paper is further evaluation of the work of Cary
[119] as seven of the data points in his database were
preliminary measurements reported in Hopkins
et al. [86].

Cebeci and Bradshaw [203] indicate that a number
of investigators have developed the Reynolds
analogy factor of the form of Eq. (B.9) with various
values of the coefficients. Cebeci and Bradshaw
suggest the following values:

Prr=1/1.11=0901, g¢g=120, Ry = 1.160.

Summary of Reynolds analogy: Experiments
indicate that 0.9<R,r<1.3, but may be close to
unity for hypersonic flows. There is insufficient
reliable experimental data to establish the Reynolds
analogy factor for a wide range of flow conditions.
Free stream turbulence has a significant impact on
increasing the Reynolds analogy factor while sur-
face roughness decreases the value. Also there is
confusion on which Stanton number definition is
being used when the Reynolds analogy factor R,y is
being determined and compared with other results.

B.3. Mean temperature profiles

A review of the analysis used to obtain analytical
solutions to the boundary-layer energy equation are
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given in the report of Fernholz and Finley [29]. The
initial relation developed by Crocco and Busemann
assumes that the laminar and turbulent Prandtl
numbers are one (Pr = Prr = 1). A solution to the
total enthalpy energy equation is that the total
enthalpy is constant across the boundary layer.
Since # = 0 and k = 0 at the wall and & = ¢, T, the
following relations are obtained for the total
enthalpy and the temperature:

H=h+i?/2+k=H, =h,,
T = Ty — oil — ir* — yrk,

B=1/2¢,, yr=1/cp.
The second relation developed by Crocco and
Busemann assumes a zero-pressure gradient with an
isothermal wall and that the laminar and turbulent
Prandtl numbers are one. The momentum and
energy equations are similar, which gives
H = C| + Cyit. With the wall and edge boundary
conditions applied, the energy equation in terms of
temperature becomes Eq. (B.11) with the coefficients

o= [Ty — Te— Bit? — yrkel/iic,

B=1/2¢,, yr=1/cp.

Van Driest extended the Crocco analysis for
compressible laminar boundary flows to turbulent
flows with a variable Prandtl number. The develop-
ment of this Van Driest [133] temperature relation
becomes very complex and not very useful. The
mixed Prandtl number was initially introduced in this
article by Van Driest and is defined as

% =0, (B.11)

(B.12)

Pr ZC(quuT): 1+ pr
" P\k+kr) T (u/Pr)+ (ur/Prr)’
Cplt Cpltr
Pr=-"", Prr=2—".
r k . rt kT

Fernholz and Finley [29] have presented the work
of Walz where the temperature equation is developed
for a constant Prandtl number which is restricted to
0.7<Pr<1.

Huang et al. [54] (HBC) have developed the
temperature equation by neglecting the convective
terms in the momentum and energy equations. The
reduced boundary-layer momentum equation with
the pressure gradient neglected can be integrated
once to obtain

di
(:u—i_NT)@_TW' (B.13)

The total enthalpy form of the reduced energy
equation can be integrated once to obtain

. dk
—q+ity + (1 + uT)@ = constant.

Since at the wall =0 and k= c)> +---, the
constant in the above equation is ¢,, and the energy
equation becomes

N dk
q=qw+ufw+(u+m)@- (B.14)

The heat flux normal and near to the wall becomes
with the use of the momentum Eq. (B.13)

__(HE\O G or
q= (Prm >6y_ Prm(u+uT)ay
CpTw 0T

Pro, Ou’

From Eq. (B.15) and the temperature relation in Eq.
(B.11), the wall heat flux is ¢, = acptw/Prm and
when solved for ¢, /7w gives

Gy/tw =[Tw — Te — ﬁﬁﬁ - VTke](Cp/aePrm)a

(B.15)

—1
it = i2)2cy = mTe, m=il)2,Te = (VT) M2,

Using Egs. (B.14) and (B.15), the differential form
of the temperature equation becomes

a7 = _ Prm [<q—w+ﬁ)da+dk].

¢ L \w

(B.16)

Integration of this equation with Pry, constant gives
the temperature Eq. (B.11) with the coefficients

o= (Prm/cp)(qw/fw)a
B = Prm/2¢p, 1= Prm/cp. (B.17)

Egs. (B.13) and (B.14) have been used by HBC
with u and k neglected to obtain the energy
Eq. (B.11) with coefficients given in Eq. (B.17)
where Pry, = Prr. The energy equation developed
by Fernholz and Finley [29] is essentially the same
as given above, except the turbulent Prandtl number
in the coefficients o and f is replaced with the
recovery factor r. The above coefficient o can also
be written as

o= [Ty — Te— Bit? — yrke)/ile.

For an adiabatic wall o =0 and the above
equation with Eq. (B.17) gives the adiabatic wall
temperature T,y = Te(l + Prrm + ypke) where
Pry,, = Prr. Since the adiabatic wall temperature is
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defined as T,y = T(1 + rm), the recovery factor
r = Pry for this analysis. The total temperature
T, = T + ii* /2¢, is written in non-dimensional form
as T*=(T\—Tvw)/(Tw — Ty) and is plotted as
function of /.. At the wall 7% =0 and at the
edge of the boundary layer 7% = 1. When Pry =1,
the non-dimensional total temperature has a
linear variation, 7% =i1/ti.. When the wall is
adiabatic Ty = T,y and the recovery factor
equals the turbulent Prandtl number, the non-
dimensional total temperature has quadratic varia-
tion, T = (ii/il.)*.

The Van Driest form of the temperature or
density equation with the turbulent kinetic energy
neglected is

T/TW = ﬁw/ﬁ =1+ B(“/ue) - Az(u/ue)z’

where

(B.18)

= ﬁug/TW = PrTug/ZcpTW,
ol T. 2 Prrucq,,
B=——=|—)—-14+44"=——7FTF"—7.
Tw (TW) + cp Tty

In the 1951 paper of Van Driest [133], he assumed
that Prr =r = 1. In a 1955 paper, Van Driest [134]
considered a variable Prandtl number, and the
analysis becomes more complex with the evaluation
of a number of integral relations required.

Another form of the temperature or density
equation with the turbulent kinetic energy neglected
is

T/Tw=p,/p=1-aut—pu,

where

(B.19)

o = out;/Tw = Proqyi:/cpTwtw = Pr1Bq
=[(1 = T./Ty)/ul]— puf = 2R*H,
p= ﬁuf/TW = PrTuf/ZcpTW
= PreM2(y — 1)/2 = R?,
By = qy/pwcpTwits,
M, =u./ay, H=/(q,/tw)/u.

B.4. Mean velocity profiles

In the inner region of the turbulent boundary layer,
the total shear stress is approximately constant as
given by Eq. (B.13). The Reynolds stress is written
in terms of the eddy viscosity which is approximated

with the Prandtl mixing-length approach. The total
shear stress equation, eddy viscosity pr, and mixing
length ., become

da\*>  da
2 _ = =
pl (dy> + P, — Tw 0,

T =pl; %

5 (B.20)

5 In = Knya

where Van Driest damping function is used in the

viscous sublayer and is
Dy=1—c?"/1 4%t =2553

Introducing inner variables

u+ :I/NI/L[T, y+ :pwyur/:uw’

Uy = \/Tw/Pys

the total shear stress Eq. (B.20) becomes

du™ du™
(ady—Jr> +b —120,

It =xy*Dy,

azl;\/ﬁ/ﬁwa bz,u/:uw

This equation is solved for the first derivative and
then can be integrated numerically to obtain the
compressible velocity across the inner layer

dut 2/b

D 1+ Qayby

y+
+
_ /0 (/011 +

Also Eq. (B.21) can be solved with a velocity
transformation by introducing the Van Driest
transformed velocity u}, which is defined as

du+ — du™
dy+ /pW d —+ b

(B.21)

1+ (2a/byhdy*.  (B.22)

[aut = [ Vaipeaut = [ (VT

(B.23)
Eq. (B.21) becomes
duf duJr
( dy*)
a=ln b= (/w)/Vp/Pw (B.24)
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This equation is solved for the first derivative and
the transformed velocity becomes

Qo

Oy 1+ amy

@:/WWWU+1+mmm®f (B.25)
0

The solution of this equation for u as a function of
y* requires a numerical solution since b varies
across the inner region of the boundary layer.

In the logarithmic region b — 0, a = ky*, and
solving Eq. (B.21) for the first derivative gives

du* /= =7+ + +
d)/—+= pw/p/lm’ lm:Ky .

For incompressible flow (constant density case
/P = 1), the above becomes

u Yyt 1 1
/ du:/ LJr, ut —uf =—Inyt ——Iny{.
ug Ve Ky K K

(B.26)

The incompressible solution becomes

inc (B27)

i =tmoh e o= ug — %m(yg).
K

With the velocity uf =0, the constant C =
—(1/)In(y$), and the value of the coordinate
y§ = exp(—«C). Bradshaw suggest that the von
Karman constant x =041, and the constant
C = 5.20, which gives y =0.1186. The value of
the constants are based on a database of incom-
pressible zero-pressure gradient boundary-layer
experiments. The appropriate values of these con-
stants are still being debated. Eq. (B.27) is only valid
when y* is approximately 40 or larger and u;_ is 14
or larger.

For compressible flow in the logarithmic region
b— 0, a=ky", and the governing Eq. (B.25) and
solution become
dut 1 1
dy:':}(jy—+, uj:;lny'*‘—i-c,

1
C=uly— ;ln@:{), ye = explk(ul, — O)]. (B.28)

With uf, = 0, the coordinate yi = exp(—«xC), and
C=—(/x)In(yf), which are the same as the
incompressible values. In the logarithmic region,
the transformed compressible velocity uf becomes
the same as the incompressible velocity u;" = as given
in Eq. (B.27).

Also for the compressible flow in the logarithmic
region, the density ratio is obtained from the
temperature relation given by Eq. (B.19) with the
turbulent kinetic energy neglected, then Eq. (B.26) is
solved for the velocity u™ as a function of y*. The
governing equation becomes

/u+ dut B /W dyt
ui A/ 1 —out — BHJFZ v Ky+ )

The evaluation of the integrals gives

1m¢WW%IM@Wﬂ
VB \VE+a) VB \VE
= %mw) - %m(yg). (B.29)

Eq. (B.29) can be written in the notation of
Bradshaw with new variables R and H where
% =2R*H, f = R*, and with the use of Eq. (B.28)
the resulting equation is

1 . (RuJr + RH

1
R asin ) >+C1:K1n(y+)+C=uf,

1 Ruf + RH
Cy =u, —Easin(%),

R =u;\/Prr/2¢, Ty,
H = q,/tott;, D=1/1+(RH).

From Egs. (B.27) and (B.28) at yj = exp(—«C),
ug = u}y =0. The compressible velocity transfor-

mation of Van Driest is obtained from Eq. (B.30) as

1 Ru™ + RH RH
+ _ _ |aq T A 0
u; =R |:dSII1< D ) dSln( D ﬂ (B.31)

The inverse of this equation has been given by
Bradshaw as

(B.30)

1 .
ut = Esm(Ruj) — H[1 — cos(Ru])]. (B.32)
In the original notation, the Van Driest velocity
transformation is obtained from Eq. (B.29) where
the temperature is given by Eq. (B.18),
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% = —Bu, /ii,, and f = (Auf/ﬁe)z, which gives

+ ﬁc_(ﬁe/ur)
W= =

2A4%(i/ii.) — B

VB +44°
—asin B
V B* + 44>

1
=~ +C,

(B.33)

where A4 and B are defined after the Van Driest
temperature Eq. (B.18). The velocity ratio is written
as follows in the Van Driest article

ul =die/u. = 1/\/(C¢/2)(Tw/Te).

Also in the Van Driest transformation the turbulent
Prandtl number is set equal to one. In the Bradshaw
notation 4 = Rile/u;, B= —2ARH, and Eq. (B.33)
is the same as Eq. (B.31) when the turbulent Prandtl
number is one. A plot of u} =ii./u, versus y* for
experimental data or numerical solutions should
match Eq. (B.27), which is the incompressible log-
law. Also the above Eq. (B.33) should approach Eq.
(B.27) as the Mach number at the edge of the
boundary layer becomes very small and the
temperature becomes uniform across the boundary
layer.

The Fernholz velocity transformation uses the
Prandtl mixing-length concept with a recovery
factor of r =0.896. The transformation evaluates
the integration constant at the lower boundary
where  (i/%i;) 0.5, uly~145 and yf=
exp[r(u}, — C)] ® 43. The von Karman constant
k = 0.40 and the constant C = 5.10 in the Fernholz
analysis. With Fernholz notation the velocity
transformation is

i, = %asin —2b2(ﬂ/ﬁe) —a
Cc — b d 9
where the coefficients are

a=1+m)Te/Tw)— 1 =—Prrucqy/cpTwiw,

b =rm(Te/Ty) = ri [2¢, T, d =V a>+4b".

Eq. (B.34) can be obtained in the Bradshaw
notation by starting with Eq. (B.30) which is

1 . (Rut+RH
ul =Easm<%> +C =

(B.34)

= %ln(er) +C,

(B.35)

where C is defined in Eq. (B.30) and C is defined in
Eq. (B.28). The coefficients in the Bradshaw form of
the Fernholz velocity transformation are

R=ub/iic = u\/1/2¢,Tw, H =gq,/twli,
RH = —a/2b, D=d/2b=1/1+ (RH).

Fernholz has shown for an adiabatic wall (H = 0),
that C; is small and can be neglected in Eq. (B.35).
The Van Driest transformation given in Eq. (B.31)
is the same as the Fernholz Eq. (B.35) if r = Prt and
asin (RH/D) is neglected in the Van Driest
transformation.

In the outer region of the turbulent boundary layer,
the similarity of the velocity profiles is obtained with
the use of the velocity defect (iige — @ic)/u,. The
velocity defect outside the viscous sublayer is
approximated as

(ﬁce - ac)/ur == —% ln(y/é) + %w(y/é) (B36)

Fernholz and Finley [29] has shown the above can
be approximated as

Up = (ﬁce -

1
A = 5/0 Upd(y/9).

i) /u; = —4.70In(y/A4%) — 6.74,

(B.37)

Fernholz and Finley [29] use this relation to assess
the accuracy of flat plate turbulent boundary layers
in the outer region.

Huang et al. [54] have obtain the transformed
velocity from the wall to the edge of the boundary
by taking into account the viscous sublayer and
by including a wake function. This procedure gives
the skin friction, velocity, and temperature
profiles as a function of the Reynolds number. It
has been developed as a 7 step procedure with
iteration of the solution until converged. The
procedure is described for the case when the
momentum thickness Reynolds number is used
and the momentum thickness is specified. The
following properties are specified:

0) ﬁe: Cpa P"T»Pa TW) aea Hy-

Viscosity at the wall is determined from Sutherland
or Keyes viscosity law with the specified wall
temperature. From the above specified properties,
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the following parameters are calculated:

:uw = ,U(TW), ﬁw zp/RTW, TC = p/Rﬁea
e = n(Te).

The solution procedure is as follows:

1. Guess the thickness ratio 0/6 and the wall friction
velocity u; = +/ty/py,; then determine the bound-
ary-layer thickness 6 = 6/(0/9). The thickness
ratio for incompressible flow is estimated as
0/6~17/72, while for compressible flow the
relation developed by Smits and Dussauge [204]
(see p. 194) can be used.

2. Calculate the momentum thickness Reynolds
numbers Rep = p.ii.0/u, and Repy = p,iicl/
Uy = (te/1ty)Reg. Then determine the wall func-
tion II(Rey) from Fig. la in the Huang et al.
paper or use Cebeci—Smith correlation.

3. Calculate the non-dimensional boundary-layer
thickness 6" = y& = p,u.0/u, and wall density
0 = p/RTy. Then determine the law of the wall
profile from the wall (y© = 0) to the edge of the
boundary layer (y* = ") by numerical evalua-
tion of the following relation:

/ T 2
O 14 4/1 440
It =yt —e 4,

At =2553, k=041.

+
U =

4. Obtain compressible velocity at the edge of the
boundary layer, n = y* /6" = 1.

u = (1/R)sin(Rul,) — H[1 — cos(Ru,)]

ul, = ud () + I /)wln), n=1wl)=2.

5. Update shear velocity u. = i, /ti and local skin
friction ¢f = 2(Te/ T )tz /iic)*-

6. Tabulate the transformed velocity, the compres-
sible velocity, and the temperature across the
boundary layer using the following relations:

uf = uf(n) + (I /)w(n),
u" = (1/R)sin(Ru}) — H[1 — cos(Ru})],

T =Ty —aut — Ru™?), @=2RH,

R =u;\/Pr1/2¢, Ty,

H=[(1—-Te/Tw)/(Rul)—u"]/2.

7. Update the thickness ratio

1=t +
opo= [ 20 (1= )an. pp= /T
0 ug

o out
Pt

Steps 1-7 are repeated until the solution converges.

Appendix C. Turbulent sharp cone to flat plate
transformations

Theories for cone to flat plate Mangler transfor-
mation are usually of the form

(Cf)Cone/(Cf)FlatPlate = (St)Cone/(Sl)FlatPlate
= G(Re, M., TW/Te).

The Mangler transformation parameter G for
compressible flow could be a function of the
boundary-layer edge Reynolds number based on x
or 8, M., and Ty, /T.. Below is a brief indication of
some of the contributions to this issue.

Van Driest [55] has developed a simple rule for
transforming local flat plate skin friction and heat
transfer to cones at zero angle of attack for fully
turbulent boundary layers (no transition from
laminar flow) in supersonic/hypersonic flows. His
method is different than the standard approach. The
flat plate compressible skin friction is determined
from Van Driest II theory, which gives
(COptatpiate = F(Rex, M, Ty /T.). Van Driest deter-
mined that the cone compressible skin friction may
be calculated from (C)cone = F(Rex/2, Me, Tyw/Te)
where the flat plate skin friction relation is
evaluated at one half the edge Reynolds number.
The transformation parameter G = F(Re,/2,
M., Ty/Te)/(F(Rex, M, Ty /Te)) with G = 1.14 at
Re, = 10° and G = 1.08 at Re, = 10"

Seiff [205] has taken into account that the
turbulent boundary layer begins down stream on
the flat plate and has determined the effective or
virtual origin of the turbulent boundary layer. It is
assumed that the boundary layer is initially laminar
and instantaneously transitions to turbulent flow at
X¢r, Which must be specified. The Blasius relation for
incompressible skin friction is transformed to a
compressible skin-friction relation which is used
with the Karman momentum-integral relation for
axisymmetric boundary-layer flow. The combined
relation is a differential equation for the compres-
sible skin friction which is integrated downstream
from the transition location to obtain the local cone
skin friction (Cp)papiate = Fcone(Xtrs Me, T/ Te).
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For the case of fully turbulent flow on the cone and
flat plate, transformation parameter G = 1.17 where
the edge Reynolds number, edge Mach number, and
wall temperature ration are the same for the cone
and flat plate.

Reshotko and Tucker [206] use the compressible
turbulent boundary-layer integral equations for
momentum thickness 0 and form factor H = §*/0,
which are transformed into incompressible form
with the Dorodnitsyn transformation. The com-
pressible shear stress (skin friction) is required in
these equations and is determined from the Lud-
wieg—Tillmann incompressible skin-friction relation
which is transformed with the Eckert reference
enthalpy method (variables with subscript r). The
compressible skin friction is of the form Cy =
2ty /pett2 = Ko(p,ue0/p,)" where m = 0.268 and K
is function of T/ T, and the form factor H. For the
flat plate, the investigation gives the momentum
thickness and skin friction as

GFlatPlate = 0.0259KTx0-823’
(CHFratplaie = 0.086fo—0.220.

For the cone, the investigation gives the momentum
thickness and skin friction as

Ocone = 0.0135KTX0'823, (Cf)Cone = O,]()szx_OQZO’

where Kt and Ky are functions of Te/Ty, To/Te,
and M.pyao/uy. The authors obtain for the
momentum thickness, skin friction, and heat trans-
fer ratios

QCone/eFlatPlate = 05215

G= (Cf)Cone/(Cf)FlatPlate = S[Cone/SlFlatPlate = 1.192,

where the boundary-layer edge properties and
stagnation conditions on the cone and flat plate
are the same.

Bertram and Neal [207] investigated the influence
of the location of the virtual origin of the turbulent
boundary layer and the relationship of the results
obtained on cones to those obtained on flat plates.
The theories usually assume the origin of the
turbulent boundary layer is at the tip of the cone
while most experiments have laminar flow near the
tip with transition occurring at x from the tip. The
authors use the Mangler transformation to trans-
form the cone boundary-layer equations into the
flat plate boundary-layer equations. The details of
the development of the theory are not presented;
only the final results are given in an Appendix.

The authors assume the virtual origin is at the
location where the peak shear stress or peak heating
occurs. One transformation presented is applied to
data obtained on cones to change the results to the
values that would be obtained with the flow
turbulent from the cone tip. The following Reynolds
numbers are defined with the distance on the cone
from the virtual origin x, = x — Xy, the distance on
the flat plate from the virtual origin &, = & — &,
and the parameter Reye = p e/ -

Refv = Reueéva
R;kc = Rextr/Rexv.

Rexv = Reuexv:
Re, = Reyex,

The ratio of the local skin friction on a truncated
cone (TC) to that on a pointed cone is

G = (CfRexv)TC/(CfRex)Cone
= (14 R = RIRL 1+ R0y

The ratio of the local skin friction on a TC to that
on a flat plate is

(Cf RexV)TC /( Cr ReifV)FlatPlate
=[2n—1)/(n— D]/"G".

The authors suggest n = 4 for turbulent cone flow.

Tetervin [208] has extended the Mangler trans-
formation to compressible boundary-layer flows.
The flat plate incompressible skin friction is
obtained from the Ludwieg-Tillmann relation
which is modified to compressible flow with the
Eckert reference enthalpy method. The compressi-
ble wall shear stress becomes

2rw/pru§ = k(Re())im,
m = 0.268,

Rey, = prueg/:ura

k = 0.246e—1.561H[(pr/pe)]—m('ur/'ue)m.

The transformed flat plate compressible skin fric-
tion becomes

Cr = k(Rege)™™,

The ratio of the axisymmetric to flat plate skin
friction as given by Tetervin is

G= (Cf)cone/(cf)FlalPlale
= [(x/&)(rw/L)"! (Rez | Re )™ D,

Rege = peuc/ .

Ref = peueé/,ue) ReX = peuex/:ue'

The Mangler transform of the turbulent boundary-
layer equations gives the distance x along the
axisymmetric body as a function of the distance &
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along the flat plate as
¢= / | (ry/L)""'dx L = Reference length.
0

For a cone (ry/L) = a(x/L) where a = sin 0, and
/L =1[a""" [(m + D))(x/L)".
The above equation for a cone with ¢ = x becomes

G = (C1)cone/(COFrapiae = 2 +m)"/ ") = 1.189.

If (Cr)cone = (Cr)Fraprates then the above equation
becomes

Re:/Rey = 1/(m+2) = 0.441.

White [56,209] has developed the Cone Rule with
the Karman momentum—integral equation for
axisymmetric, compressible flow (j = 1) which is

o 0 G

dx +er 2

The compressible skin friction is approximated as
Cr = K(Rep)™ = A0™™ where A = K(pue/u.)™".
For a flat plate (j = 0) the solution of the integral
equation gives the momentum thickness and skin
friction as

GFlatPlate = [(1 + m)Aé/z]l/(ler)’
(CH)pratprate = Al(1 + m)AE 2]/ A+m),

For a cone (j=1), the solution of the integral
equation gives the momentum thickness and skin
friction as

b

(1+m)A§ 1/(14m)
QCone = |: 2(2 +m) :|

B (1 +m)A€ —m/(1+m)
(Cr)cone = 4 [m} :

The G transformation becomes with the cone and
flat plate locations the same (¢ = x)

G= (Cf)Cone/(Cf)FlatPlate = (2 + m)l71/(1+l71)'

The skin-friction relation becomes, with m =1,
(Cf)Cone/(Cf)F]atPIate = 1.176 and (Ree)cone =
(Rex)pnaplate- I (Cr)cone = (Ct)Fratpiates then &= (2 +
m)x and (Reg)cone = (2 + m)(Rex)pjaiplae- 1he con-
stant K in the skin-friction relation has been
determined by Young [210] for incompressible flow
and is given on page 158 in his book. In the
development of the above relation, it is assumed
that the turbulent boundary layer begins at the tip
of the cone and the leading edge of the flat plate.

Zoby et al. [211] have determined the power law
velocity profile exponent as a function of the
momentum thickness Reynolds number.

ulue = (/). n=12.67 — 6.6log(Rey)

+ 1.21[log(Rep)]*.

The skin-friction relation parameter is obtained
from m=2/(n+1).

Seiler et al. [212] have used the Hantzsche and
Wendt transformations to first transform the
compressible boundary-layer equations on a cone
(in spherical coordinates) to a new set of cone
transformed governing equations. The compressible
boundary-layer equations on a flat plate are
transformed to a new set of flat plate transformed
governing equations. The transformed governing
equations for the cone and the flat plate are of the
same form. This approach needs further develop-
ment to determine the Mangler transformation
parameter G.

Zoby et al. [57,58,211]: In a NASA Technical
Note Zoby and Sullivan predicted the heating rate
(Stanton number) on axisymmetric sharp cones at
zero angle of attack and compared the results to six
supersonic flight experiments. The flat plate heat
rate is obtained from the Colburn form of Reynolds
analogy, which is expressed as

Ste =1CePr=?3,  Pr=0.71.

The incompressible skin-friction for a flat plate is
obtained from the Blasius or Schultz-Grunow
relations, which are of the form (Cr)piaiprae =
function of the surface distance Reynolds number
(Rey)plapiate- The incompressible Reynolds number
is modified for compressible flow with the Eckert
reference-enthalpy method. The cone inviscid flow
conditions at the edge of the boundary layer are
obtained from the Sims tables. The cone Reynolds
number (Rey)co,. 1s related to the flat plate
Reynolds number by the Van Driest relation
(Rex)cone = 2(Rex)paplate- The calculated heat rates
differ from the experimental heat rates by approxi-
mately 20% or less. In a synoptic journal article,
Zoby and Graves [58] compared a larger experi-
mental turbulent heating database including wind
tunnel and flight experiments (no references for
database) with prediction using the transformation
to an incompressible plane approach as investigated
by Peterson [105].

The compressible cone skin friction is trans-
formed to compressible skin friction on a flat plate
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with the relations

(C]'C)Cone = G(CJVC)FlatPlate’ (Re)Cone = (Re)FlatPlate’

where the Reynolds number is held constant. The
geometric parameter G has been given by White’s
cone rule (p. 561) to have a value between 1.087 and
1.176. Zoby et al. [211] have shown that G is a
function of the momentum thickness Reynolds
number, G = 1.201 at Rey = 10* and G = 1.123 at
Rep = 10°.

From the Colburn Reynolds analogy given above
for the compressible flow, the geometric transfor-
mation for the Stanton number is (Stec)cone =
G(Stec)Flatplate- Since no value of G is specified in
this article, it is assumed that G = 1. The compres-
sible flat plate Stanton number and Reynolds
number are transformed to incompressible flat plate
values with the relations

Ste; = F.Stee, Repj=FrRe;., L =xord.

The length scale in the Reynolds number is the
distance along the surface x in this article. The
prediction of the incompressible Stanton number as
a function of incompressible Reynolds number is
obtained from the Colburn Reynolds analogy given
above where the incompressible skin friction is
obtained from one of three relation investigated.
With the Van Driest II transformation, Van Driest
skin-friction relation, and with all of the experi-
mental database used, the rms error of the
transformed experimental data relative to the
incompressible prediction is between 17.7% and
23%, depending on surface distance used in the
Reynolds number.

In the paper by Zoby et al. [211], the skin friction
is evaluated from C¢/2 = C(Rep) ™.

Hopkins et al. [86,139]: The investigation of
Hopkins and coworkers on the correlation of skin
friction and heat transfer for zero-pressure gradient
flows at hypersonic Mach numbers uses mainly flat
plate data but includes cones and hollow cylinder
flows. This work has already been discussed in the
flat plate case. The initial work was documented in a
NASA technical note [86] and the complete
investigation in a journal article [139]. The cone
database is from the experiments of Mateer (see
cone experimental database). The correlation of
heat transfer as a function of wall temperature ratio
for Mach 4.9-7.4 includes all three geometries
and shows no influence of geometries on the
correlation. There is no indication that the cone
data has been transformed to flat plate data

(geometry transformation is discussed above in the
Zoby et al. section). This investigation does not
resolve the appropriate geometry transformation
for cones and the Reynolds analogy factor for cones
and flat plates.

Holden [48] has correlated his experimental heat
transfer data into incompressible form where the
experimental Stanton number St* is plotted as a
function of the transformed Reynolds number Re}.
The best documentation of this work is given in
Holden [44]. Holden uses the Bertram and Neal
cone to flat plate transformation to transform the
experimental data to incompressible flat plate
Stanton number. It appears that the Reynolds
analogy factor has been set to one. In the Bertram
and Neal transformation theory the virtual origin of
the turbulent boundary layer must be specified and
no information is given on this issue. The experi-
mental data is correlated into reasonable agreement
with the incompressible curve, but there is signifi-
cant scatter of the data about the curve.

Appendix D. Perfect gas air model and molecular
transport properties for hypersonic flows

Air is a multi-component gas mixture of nitrogen,
oxygen and other components. The US Standard
Atmosphere [213] has the following properties at sea
level:

po = 101325.0N/m?, T, =288.15K,
po = 1.2250kg/m’. (D.1)

The properties of a gas mixture can be written in
terms of the mass fraction ¢, = p,/p of the various
species. The molecular weight of the mixture is then
obtained from

Ny
My =1 / (Z CJ/MA,> = 28.9644 kg/(kgmol).

s=1

(D.2)

The gas constant is determined from the relation

J
R=R,/M, = 287.0583kg—K,

J
R, = 8314.472kgm01K. (D.3)
The molecular weight and gas constant of air at sea
level are given in Egs. (D.2) and (D.3)
In NACA Report 1135 [214], several terms are
used to define types of perfect gases where there is
no chemically activity. For a thermally perfect gas,
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the equation of state is given as

p=pRT =(y—pe, y=cp/cy. (D4)
At sufficiently low gas temperatures, where there is
no significant vibrational excitation, the internal
energy of a mixture of diatomic molecules, which
1S air without the trace species included, becomes

5 5
¢=3RT=oT, o =3R (D.5)

The specific heat at constant pressure ¢, and the
specific heat at constant volume ¢, are constant and
become for air without the trace species

R 5 J
- =R ="717.646——
“Te-1D "2 kgK’
7R 7 J
= = —R = 1004.704—— D.6
where
7
_ D.7
=73 (D.7)

A calorically perfect gas is defined as a gas with
constant specific heats. For a perfect gas model the
specific heats of the gas are constant and the
equation of state is given by Eq. (D.4). A perfect
gas model is a thermally and calorically perfect gas.

At standard temperatures, Sutherland’s law can
be used for the absolute molecular viscosity of air,
and is given by

= 1.458 x 1076732 /(T + 110.4)
units are kg/m/s, (D.8)

where T is given in Kelvin. For air at lower
temperatures (say below 100K) and for nitrogen,
Keyes model [215] for viscosity should be used

p=ayx 10°°VT/(1 +a,T,/T), T,=10"%/T.

Airiayg = 1.488, a; =122.1, a, =5.0.

Nitrogen: ag = 1.418, a; =1164, a, =5.0. (D.9)

For a perfect gas, the thermal conductivity can then be
determined from the Prandtl number and the specific
heat at constant pressure from ¢, = yR/(y — 1) where
for air

J
R = 287.0583——
kgK
and y = 1.4. For diatomic nitrogen with molecular
weight 28.01344 and y = 1.4, the specific gas constant
R and the specific heats can be determined from the
preceding equations.

(D.10)
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