Study of Heat Transfer Correlations for Supercritical Hydrogen in Regenerative Cooling Channels
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Understanding the cooling efficiency of supercritical hydrogen is crucial to the development of high-pressure thrust chambers for regeneratively cooled liquid-oxygen/liquid-hydrogen rocket engines. Available Nusselt number correlations are compared with an extensive data set of local heat transfer coefficients to determine the domains of validity for each correlation. The data set was compiled from previous heated straight-tube experiments with supercritical hydrogen. Results indicate that particular correlations perform better than others for certain regimes of fluid properties, with the accuracy of heat transfer coefficient predictions ranging from ±23 to over ±100%. Correlation uncertainty due to inherent uncertainties in the equation-of-state and transport properties of supercritical hydrogen is also evaluated. The property dependent uncertainty was found to range from 2 to 10%, and therefore is not the main contributor to the larger errors in the correlation predictions. A number of published correlations for nonhydrogen supercritical fluids are shown to achieve comparable performance with hydrogen.

Introduction

A NALYTICAL performance predictions and design analyses for regeneratively cooled liquid rocket engines use correlations to predict the heat transfer from the combusting gas to the thrust chamber wall and from the wall into the cooling fluid. Today, these correlations are used in many engineering level computational analysis tools [1] for thrust chamber cooling system design, and cycle power-balance programs [2], which are increasingly being used in the design and evaluation of complete liquid rocket engine systems. In addition, these correlations are often used to aid the design of many of the experiments aimed at obtaining benchmark computational fluid dynamics data [3]. They are also used as validity checks of computational results. These semi-empirical heat transfer correlations are highly dependent on the fluid transport properties and the conditions at which the fluid is flowing [4–6]. Although a number of coolant-side correlations have been proposed for hydrogen [7–15], their ability to accurately predict heat transfer over a wide range of operating conditions has typically been limited.

Improved thrust chamber design requires accurate correlations for different geometries, such as high aspect ratio rectangular channels and curvature, as well as asymmetric heating and varying heat flux. For correction factors and new correlations to have any merit, it is important to understand the limitations of current correlations for the simplest case: a straight, uniformly heated, circular tube. This paper examines existing correlations for straight-tube geometries using supercritical hydrogen coolant. Previous experimental data are compared with existing published correlations over the supercritical property region to determine the domains of validity for each correlation. The contribution to correlation uncertainty due to inherent uncertainties in the equation-of-state and transport properties of supercritical hydrogen is also evaluated. Finally, a number of correlations for other supercritical fluids flowing turbulently in straight circular tubes are evaluated for use with supercritical hydrogen.

Background

In typical rocket applications, hydrogen enters the coolant channels as a liquid above the critical pressure ($P_c = 1.3$ MPa) and at temperatures as low as 25 K, which is well below the critical temperature ($T_c = 33$ K). High-pressure thrust chambers also operate with very high Reynolds number flow conditions ($Re > 10^6$) in the coolant passages [16]. As the hydrogen continues through the channels, it is quickly heated to above the critical temperature, where it becomes a supercritical gas (see Fig. 2). The heat transfer
mechanisms occurring in these regions are supercritical liquid and supercritical gas forced convection [17].

Numerous experimental studies, most of which took place in the 1960s, have been performed for supercritical hydrogen flowing in uniformly heated circular tubes [7,9,16,18–24]. These studies produced Nusselt number correlations that are principally based on the conventional Dittus–Boelter equation for turbulent, thermally fully developed flow for fluids with constant property values [25].

\[
Nu = 0.023Re^{0.8}Pr^{0.4}
\]  

(1)

where \( Re \) is the Reynolds number and \( Pr \) the Prandtl number. However, the properties of hydrogen vary considerably with temperature and pressure, as demonstrated in Figs. 2 and 3 for specific heat and viscosity. Density and thermal conductivity also vary with temperature and pressure. To account for these varying properties, either a change in reference conditions or additional terms are needed.

In 1960, McCarthy and Wolf proposed a modified version of the Dittus–Boelter equation [7],

\[
Nu_b = 0.025Re_b^{0.8}Pr_b^{0.4}(T_s/T_b)^{-0.55}
\]  

(2)

where the subscript \( b \) denotes properties evaluated at the bulk temperature of the fluid and \( T_s/T_b \) the inner-wall-to-bulk temperature ratio. In 1965, Hendricks et al. replaced the bulk condition and proposed the correlation [8],

\[
Nu_f = 0.021Re_f^{0.8}Pr_f^{0.4}
\]  

(3)

where the properties are evaluated at the film temperature,

\[
T_f = (T_s + T_b)/2
\]  

(4)

Hess and Kunz, also in 1965, proposed a modified version of the film temperature-type correlation that included wall-to-bulk viscosity ratio [9],

\[
Nu_f = 0.0208Re_f^{0.8}Pr_f^{0.4}(1 + 0.01457\nu/s\nu_b)
\]  

(5)

Miller (1965) proposed using a new reference temperature and developed the correlation [10]

\[
Nu_{0.4} = 0.0208(Re_{0.4})^{0.8}(Pr_{0.4})^{0.4}(1 + 0.00983\nu/s\nu_b)
\]  

(6)

where

\[
T_{0.4} = T_b + 0.4(T_s - T_b)
\]  

(7)

This approximately constant reference temperature is equivalent to Deissler’s comprehensive theory which describes forced convective heat transfer for turbulent flow at supercritical gas conditions sufficiently above the critical temperature [17].

Taylor, working in 1968–1970 in support of the Nuclear Engine for Rocket Engine Advancement (NERVA) and Phoebus-2 nuclear rocket engine program, added a correction factor to the McCarthy and Wolf correlation to improve the heat transfer along the length of the tube [11–14],

\[
Nu_b = 0.023Re_b^{0.8}Pr_b^{0.4}(T_s/T_b)^{-0.57-1.2n}
\]  

(8)

The \( x/D \) factor was proposed to correct for the entrance effects observed during tests. In 1973, Schact and Quentmeyer proposed a new type of reference condition that uses an integral averaging of property \( x \) over the inner-wall-to-bulk temperature [15],

\[
x = \frac{1}{T_s - T_b} \int_{T_s}^{T_b} x(T)\,dT
\]  

(9)

The resultant correlation is

\[
Nu_f = 0.025Re_f^{0.8}Pr_f^{0.4}
\]  

(10)

References [25–27] provide a good summary of other turbulent flow forced convection correlations to fluids in circular ducts at supercritical pressures. Most of these were developed from experiments using \( H_2O \) and \( CO_2 \) as the fluids, and could potentially be adapted for use with hydrogen. In addition, by replacing the circular tube diameter with a hydraulic diameter, these correlations can also be applied to rectangular ducts and therefore high aspect ratio cooling channels [26].

Evaluation with Experimental Data

To assess the validity of available correlations, published experimental heat transfer data for hydrogen in the supercritical regime was gathered and reduced using current hydrogen property databases. Data from experiments conducted by Hendricks et al. (NASA Lewis, 1965) [8] and Hendricks et al. (NASA Lewis, 1966) [23], Aerojet-General Corporation (1967) [24], and McCarthy and Wolf (Rocketdyne Division, North American Aviation, 1960) [28] were used. The ranges of conditions tested in these experimental
programs can be found in Table 1. These sources were selected because their data sets were readily available, and because together they represent a total of 2992 individual measurements of local Nu values.

To compare the correlation predictions with the experimental data, the calculated heat transfer coefficient \( h_{\text{calc}} \) is determined by the relation

\[
h_{\text{calc}} = \frac{N_{\text{ref}}}{D} \tag{11}
\]

where \( N_{\text{ref}} \) is determined using the various heat transfer correlations, Eqs. (2), (3), (5), (6), (8), and (10), \( k_{\text{ref}} \) is the thermal conductivity evaluated at the reference temperature, and \( D \) is the inner diameter of the tube. The reference Reynolds and Prandtl numbers used in the correlations are defined as

\[
Re_{\text{ref}} = \frac{\rho_{\text{ref}} V_{\text{b}} D}{\mu_{\text{ref}}} = \frac{4 n_{\text{ref}} \rho_{\text{ref}}}{\pi D \mu_{\text{ref}} \rho_{\text{b}}} \tag{12}
\]

and

\[
P_{\text{ref}} = \frac{C_{P_{\text{ref}}}}{k_{\text{ref}}} \tag{13}
\]

Here, \( n \) is the mass flow rate, \( V_{\text{b}} \) and \( \rho_{\text{b}} \) are the bulk velocity and density, and \( \mu_{\text{ref}} \) and \( C_{P_{\text{ref}}} \) are the density, thermal conductivity, and specific heat, evaluated at the reference temperature. The experimental heat transfer coefficient \( h_{\text{exp}} \) was calculated by the individual investigators at each measurement point. The percent deviation of predicted results to the experimental data is calculated by

\[
\left( \frac{h_{\text{calc}} - h_{\text{exp}}}{h_{\text{exp}}} \right) \times 100 = \text{Percent Deviation} \tag{14}
\]

Property values for hydrogen were obtained from the National Institute of Standards and Technology (NIST) Thermodynamic and Transport Properties of Pure Fluids database [29] and the NIST Chemistry WebBook [30]. These sources are based on [31] for density and specific heat, and [32] for viscosity and thermal conductivity. They contain data for temperatures up to 400 K. For conditions above 400 K, Selected Property of Hydrogen (Engineering Design) [33] was used, which is an updated version of [34], to correct for errors in certain property data.

The accuracy of experimental heated tube data is generally reported by considering a heat balance. The power input is checked against the enthalpy increase of the hydrogen, which is calculated from the flow rate, inlet and outlet bulk temperatures, and the hydrogen transport properties. For the data sets considered in this study, Hendricks et al. (NASA TN D-2977) [8] report a heat balance of generally less than ±8%; Hendricks et al. (NASA TN D-3095) [23] report heat balances for most runs within ±10%, with some runs on the order of ±20%; and McCarthy and Wolf (Rocketdyne [28]) [28] report an average heat balance of 5.9%, with most runs within ±10%. The Aerojet-General Corporation (1967) [24] study does not provide a quantitative assessment of heat balance accuracy for its straight-tube data. The heat balances were not recalculated in this paper in light of the newer transport property sets detailed earlier. All data sets were screened to rule out buoyancy effects, using the criteria provided in [27].

### Existing Supercritical H₂ Correlations

#### Individual Data Sets

Tables 2–5 show the percent of experimental hydrogen data points that fall within various ranges of deviation (±10 to ±25%) from the correlations, as well as the range of correlation variation needed to cover 95% (or 2σ) of the data points. For the NASA Lewis TN D-2977 [8] data set, the 2σ range varied from ±33% for the Taylor correlation to ±43% for the McCarthy and Wolf correlation. The Taylor correlation predicted 86% of the data points to within ±25%.
For the NASA Lewis TN D-3095 [23] data set, the $2\sigma$ range varied from ±63% for the Schact and Quentmeyer correlation to ±120% for the McCarthy and Wolf correlation. The Schact and Quentmeyer correlation predicted 54% of the data to within ±25%.

For the Aerojet [24] data set, the $2\sigma$ range varied from ±26% for the Taylor correlation to ±55% for the Hendricks correlation. The Taylor correlation predicted 94% of the data points to within ±25%. Finally, for the Rocketdyne data set, the $2\sigma$ range varied from ±23% for the Hendricks correlation, with 98% coverage at ±25%, to 52% for the Schact and Quentmeyer correlation.

From these results, it cannot be ascertained that a particular correlation performs better than any other. In fact, although the Taylor correlation performs best for two of the data sets, it does not perform well for the NASA Lewis TN D-2977 [8] data set, with a $2\sigma$ range of ±111%. Likewise, the Hendricks correlation predicts 98% of the Rocketdyne data to within ±25%, but only 5% for the Aerojet data [24]. These differences are likely a result of the different fluid regions covered by each data set.

**Combined Data Sets**

Table 6 shows the percent of experimental hydrogen data points within prescribed correlation deviation limits, as well as the range to cover 95% of the data points, for all four data sets combined. It can be seen that the Schact and Quentmeyer correlation provides the best overall match with the experimental results, with a range of ±56% to cover 95% of the data. The results for the Taylor correlation show that it contains the most data points, 36% of the total number, within the prescribed limit of ±10% between predicted and experimental $Nu$ values, and 68% for the limit of ±25%. As a representative case, Fig. 4 shows the combined experimental data and the McCarthy and Wolf correlation, plotted as reduced $Nu$ vs the reference Reynolds number.

To better visualize the fluid conditions where the largest deviations are occurring, Fig. 5 shows the percent deviation of correlation predicted to experimental heat transfer coefficients, calculated by Eq. (14), on reduced temperature and pressure charts, calculated by Eq. (14) for each of the correlations. The Rocketdyne data, which are at higher reduced temperature, are not shown in Fig. 5 to afford clarity to the other three data sets. The McCarthy and Wolf [2] (Fig. 5a) and Taylor [14] (Fig. 5b) correlations (both bulk reference temperature types) overpredict the heat transfer in the region close to the critical point. These two correlations also overpredict along the pseudocritical temperature line $T^*$, which connects the peak values of specific heat. The Hendricks et al. [8] (Fig. 5b) correlation underpredicts along the pseudocritical temperature line and to the left, and also significantly underpredicts well above the $T^*$ line. The Hess and Kunz [9] (Fig. 5d), Miller [10]...
Figures 5e and 5f show that the correlations predict well along the $T^*$ line. However, they all underpredict to various degrees to the left of this line. This may be a result of the flow not being thermally fully developed at the small $x/D$ values of the experiments.

Comparing these plots to the purely analytical comparison of the correlations shown in Fig. 6, the difference in predictions between the bulk-type correlations and the others is readily apparent. As can be seen in Fig. 6a for $Pr = 1.6$, both the McCarthy and Wolf and the Taylor correlations show a spike near the transition from liquid to supercritical gas ($T_p = 1$) line. This spike is a result of the peak in $C_p$ that occurs here (corresponding to $T^*$). Given the deviations of the McCarthy and Wolf and Taylor correlations to the experimental results shown in Fig. 5, it is likely that this spike is actually an
overprediction in this region and does not represent the true heat transfer. However, this is difficult to say conclusively due to the small \( x/D \) values for these experimental data where the flow may not be thermally fully developed.

Also from Fig. 5, it can be seen that the McCarthy and Wolf, Hendricks, Hess and Kunz, and Miller correlations underpredict in the region of the transition from liquid to supercritical gas for \( P_R > 4 \).

As the pressure is increased, the range of underprediction for the McCarthy and Wolf correlation extends to larger temperature values up to about \( T_R = 2 \). This can be seen in Figs. 6b and 6c where the McCarthy and Wolf and Taylor correlations predict lower heat transfer coefficients than the other correlations at low temperatures. This divergence increases for lower temperatures and higher pressures. From Fig. 5, the Schact and Quentmeyer correlation appears to give the most accurate prediction close to the \( T_R = 1 \) line for \( P_R < 10 \).

To assess the correlation predictions outside the transition from liquid to supercritical gas region, the range for 95% coverage of the experimental data was recalculated for \( T_b \geq 50 \text{ K} \). These results are shown in Table 7. It can be seen that the overall predictions for the combined data in this region are on the order of \( \pm 40\% \), with little difference between correlations.

To eliminate some of the deviations that could be a result of entrance effects, Table 8 shows the ranges for 95% coverage considering only the data for \( x/D \geq 20 \). Here, the ranges for 95% coverage of the data for the combined data sets go from a minimum of \( \pm 49\% \) for the Schact and Quentmeyer correlation, to a maximum of \( \pm 100\% \) for the McCarthy and Wolf and Taylor correlations. Although \( x/D \geq 20 \) does not guarantee the flow is thermally fully developed, this does suggest that the poor predictions of the bulk reference-type correlations around the \( T^* \) line and the transition from liquid to supercritical gas are valid concerns if these correlations are used in these regions.

### Correlations for Other Supercritical Fluids

A number of correlations have been published for other supercritical fluids, such as \( \text{H}_2\text{O}, \text{CO}_2, \) and \( \text{O}_2 \) flowing turbulently in circular tubes [25–27, 35]. As an attempt to find better correlations to predict the hydrogen heat transfer data examined in this current study, a number of these correlations were evaluated for their potential with supercritical hydrogen. The correlations and their comparison to hydrogen data are shown in Table 9.

The alternate correlations perform fairly well for the hydrogen data over the reduced region indicated. In particular, the McAdams [26] correlation predicted 83% of the hydrogen data to within \( \pm 25\% \), with a range of \( \pm 3\% \) from the correlations to cover 95% of the data. The Colburn [35] correlation predicted 80% of the hydrogen data to within \( \pm 25\% \), with a range of \( \pm 37\% \) from the correlations to cover 95% of the data. The Rohsenow [27] correlation predicted 73% of the hydrogen data to within \( \pm 25\% \), with a range of \( \pm 45\% \) from the correlations to cover 95% of the data. However, even the best matching correlations here do not provide any significant improvement over existing \( \text{H}_2 \) correlations.

### Property Uncertainty Analysis

When conducting any experiment, the measurements of all variables have uncertainties associated with them, as do the values of fluid properties that are obtained through reference databases. These uncertainties propagate throughout the data reduction equation and produce an overall uncertainty for the calculated result [26]. For the case of this heat transfer analysis, the data reduction equations considered are the correlations from McCarthy and Wolf, Hendricks, Hess and Kunz, Miller, and Taylor [Eqs. (2), (3), (4), and (8)], with the reference Reynolds and Prandtl numbers given by Eqs. (12) and (13), respectively.

The uncertainties listed in Table 10 are compiled from those quoted by the referenced sources and are based on accuracies of experimental measurements and inaccuracies introduced in fitting the data. No uncertainties are quoted in the near critical region, where they are expected to be considerably higher, but are not known quantitatively. Indeed, even an analytical function such as the

---

**Table 7 Performance of correlations based on predicted and experimental \( Nu \) for all four datasets combined, for \( T_b \geq 50 \text{ K}, P > 1.284 \text{ MPa} \) only (1207 data points)**

<table>
<thead>
<tr>
<th>Investigators</th>
<th>Percent of ( \text{H}_2 ) data points within prescribed limits</th>
<th>Limits to cover 95% of ( \text{H}_2 ) data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \pm 10% )</td>
<td>( \pm 15% )</td>
</tr>
<tr>
<td>McCarthy and Wolf [7]</td>
<td>45</td>
<td>61</td>
</tr>
<tr>
<td>Hendricks et al. [8]</td>
<td>43</td>
<td>61</td>
</tr>
<tr>
<td>Hess and Kunz [9]</td>
<td>42</td>
<td>61</td>
</tr>
<tr>
<td>Miller [10]</td>
<td>33</td>
<td>46</td>
</tr>
<tr>
<td>Taylor [13]</td>
<td>48</td>
<td>63</td>
</tr>
<tr>
<td>Schact and Quentmeyer [15]</td>
<td>27</td>
<td>41</td>
</tr>
</tbody>
</table>
Table 8  Performance of correlations based on predicted and experimental Nusselt numbers for all four datasets combined, for x/D ≥ 20 (1991 data points)

<table>
<thead>
<tr>
<th>Investigators</th>
<th>Percent of H2 data points within prescribed limits</th>
<th>Limits to cover 95% of H2 data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>±10%</td>
<td>±15%</td>
<td>±20%</td>
</tr>
<tr>
<td>McCarthy and Wolf [7]</td>
<td>35</td>
<td>48</td>
<td>59</td>
</tr>
<tr>
<td>Hendricks et al. [8]</td>
<td>31</td>
<td>46</td>
<td>56</td>
</tr>
<tr>
<td>Hess and Kunz [9]</td>
<td>35</td>
<td>51</td>
<td>65</td>
</tr>
<tr>
<td>Miller [10]</td>
<td>35</td>
<td>49</td>
<td>61</td>
</tr>
<tr>
<td>Schacht and Quenemeyer [15]</td>
<td>31</td>
<td>44</td>
<td>56</td>
</tr>
</tbody>
</table>

Table 9  Performance of correlations for non-H2 fluids, evaluated for all four H2 datasets combined, for T < 30 K, P > 1.284 MPa only (1207 data points)

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Investigators (fluids)</th>
<th>Percent of H2 data points within prescribed limits</th>
<th>Limits to cover 95% of H2 data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>±10%</td>
<td>±15%</td>
<td>±20%</td>
</tr>
<tr>
<td>[ Nu_b = 0.0214 Re_b^{0.8} Pr_b^{-0.4} (k_b/k_f)(1 + 0.3/(x/D)) ]</td>
<td>McAdams et al. [26], H2O</td>
<td>43</td>
<td>61</td>
<td>73</td>
</tr>
<tr>
<td>[ Nu_b = 0.023 Re_b^{0.3} Pr_b^{0.4} (k_b/k_f)(\rho_f/\rho_b)^{0.8} ]</td>
<td>Powell [26], O₂</td>
<td>0</td>
<td>2.4</td>
<td>4</td>
</tr>
<tr>
<td>[ Nu_b = 0.0266 Re_b^{0.77} Pr_b^{-0.35} (k_b/k_f)(\rho_f/\rho_b)^{0.77} ]</td>
<td>Bringer and Smith [26], CO₂</td>
<td>5</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>[ Nu_b = 0.023 Re_b^{0.8} Pr_b^{-0.8} \text{min} \text{min} (Pr_b = \text{min} \text{Pr}_b \text{ or } \text{Pr}_f) ]</td>
<td>Miropolsky and Shitsman [26], CO₂, H₂O</td>
<td>6</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>[ Nu_b = 0.10 Re_b^{0.4} Pr_b^{-0.2} ]</td>
<td>Kransoshekov and Protopopov [26], CO₂, H₂O</td>
<td>12</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>[ Nu_b = 0.00069 Re_b^{0.66} (\rho_b/\rho_f)^{0.43} (1 + 0.4/(x/D)) ]</td>
<td>Petukhov et al. [26], CO₂, H₂O</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>[ Nu_b = 0.0045 Re_b^{0.523} (\rho_f/\rho_b)^{0.231} (k_b/k_f) ]</td>
<td>Domink [26], H₂O</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[ Nu_b = 0.0025 Re_b^{0.3} (\rho_f/\rho_b)^{-0.3} (C_p/k_f)^{0.3} ]</td>
<td>Bishop et al. [26], H₂O</td>
<td>10</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>[ Nu_b = 0.0019 Re_b^{0.8} Pr_b^{0.4} ]</td>
<td>Swenson et al. [26], H₂O</td>
<td>22</td>
<td>35</td>
<td>46</td>
</tr>
<tr>
<td>[ Nu_b = 0.0266 Re_b^{0.77} Pr_b^{-0.35} (k_b/k_f)(\rho_f/\rho_b)^{0.77} ]</td>
<td>Kransoshekov and Protopopov-2 [26], CO₂, H₂O</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[ Nu_b = 0.023 Re_b^{0.8} Pr_b^{0.4} (k_b/k_f)(\rho_f/\rho_b)^{0.8} ]</td>
<td>Churchill [25]</td>
<td>5</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>[ Nu_b = 0.0035 Re_b^{0.8} Pr_b^{0.4} (k_b/k_f)(\rho_f/\rho_b)^{0.8} ]</td>
<td>Rohsenow [27]</td>
<td>31</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>[ Nu_b = 0.0013 Re_b^{0.8} Pr_b^{0.3} F_c ]</td>
<td>Schnurr [26], CO₂</td>
<td>15</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>[ Nu_b = 0.035 Re_b^{0.8} Pr_b^{0.3} F_c \text{min} \text{min} F_c ]</td>
<td>Yamagata et al.-2 [26], H₂O</td>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>[ Nu_b = 0.035 Re_b^{0.8} Pr_b^{0.3} F_c \text{min} \text{min} F_c ]</td>
<td>Sieder and Tate [35]</td>
<td>4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>[ Nu_b = 0.023 Re_b^{0.8} Pr_b^{0.3} ]</td>
<td>Colburn [35]</td>
<td>39</td>
<td>57</td>
<td>70</td>
</tr>
<tr>
<td>[ Nu_b = 0.036 Re_b^{0.8} Pr_b^{0.3} ]</td>
<td>Nusselt [25]</td>
<td>9</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>[ Nu_b = 0.023 Re_b^{0.8} Pr_b^{0.3} ]</td>
<td>Gnielinski [25]</td>
<td>26</td>
<td>40</td>
<td>56</td>
</tr>
<tr>
<td>[ Nu_b = 0.0144 Re_b^{0.8} Pr_b^{0.3} ]</td>
<td>Miropolsky and Pikus [26], H₂O</td>
<td>46</td>
<td>65</td>
<td>78</td>
</tr>
<tr>
<td>[ Nu_b = 0.024 Re_b^{0.8} Pr_b^{0.3} ]</td>
<td>Yamagata et al. [26], H₂O</td>
<td>9</td>
<td>12</td>
<td>15</td>
</tr>
</tbody>
</table>
correlation is not calculated near the critical region. Therefore, the uncertainty in the cannot represent the proper behavior near the critical point, and is not considered to be valid in that region. The uncertainties in experimentally measured repeated for each combination of temperature and pressure within the modiﬁed Benedict–Webb–Rubin equation used by Younglove [31] cannot represent the proper behavior near the critical point, and is not considered to be valid in that region. Therefore, the uncertainty in the Nu correlation is not calculated near the critical region.

To determine the total uncertainty in Nu resulting from the uncertainties of each individual property variable, a general uncertainty analysis was performed. This was accomplished by using a Monte Carlo simulation program that was written in C++ (provided in [37]). Random errors were selected for each variable, based on a uniform parent population with \( \sigma \) equal to one-half of the assumed uncertainty for each variable at the particular temperature and pressure, specified in Table 10 [36]. A simulated measurement was produced by summing the drawn error with the assumed “true” value of the variable. The true value was determined through double interpolation between temperature and pressure for the particular transport property, obtained from tabulated data that is read into the program.

This process was performed for each variable, and the resulting Nu calculated at the specific temperature and pressure. This simulation was repeated 5000 times at each temperature and pressure with the resulting uncertainty in Nu determined as twice the calculated sample standard deviation [36]. The simulation was repeated for each combination of temperature and pressure within the range of interest. The uncertainties in experimentally measured variables (\( T, P \), etc.) were not considered here.

As a representative case, the results of the uncertainty analysis for the Hess and Kunz [9] correlation are shown in Fig. 7. The black block on each plot is the near critical region where the uncertainties are not deﬁned. In this region the resultant uncertainty is believed to be highest, but no reasonable estimate exists to quantify it precisely.

The McCarthy and Wolf [7] and Taylor [14] correlations, both based on bulk reference-type, produce comparable uncertainties. The uncertainty is lowest at approximately 1.8% under the liquid-vapor line, 2% for \( T_R < 3 \), and 5–7% for \( 3 < T_R < 12 \). The Hendricks [8] correlation shows an uncertainty value of about 5.4% for \( T_R < 2 \), increasing to a maximum of 7% at higher temperatures. The Hess and Kunz [9] and Miller [10] correlation results reveal considerably higher uncertainties for these correlations at low pressures and temperatures and along the liquid-vapor line. The uncertainty is highest at approximately 10%, and is upward of 7–8% to \( P_R = 2 \). For higher temperatures, the uncertainty is similar to that of the Hendricks correlation at 5–7%.

Conclusions

A number of correlations have been published for heat transfer to supercritical hydrogen flowing turbulently in circular tubes. These correlations have been critically examined in this paper to characterize their range of validity. Comparison of the correlations with experimental heated tube data for supercritical hydrogen show

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
Property & Temperature, K & Pressure, MPa & Uncertainty, \% & Reference \\
\hline
Viscosity & \(<100\) & \(<35\) & 0.5 & [29,30,32] \\
& \(100–400\) & \(<35\) & 4–15 & [29,30,32] \\
& \(>400\) & \(<100\) & 5 & [36] \\
& \(T_c \pm 1\%\) & \(\rho_c \pm 20\%\) & greater, unknown & [29,30,32] \\
\hline
Density & liquid below \(T_c\) & <121 & 0.1 & [29–31] \\
& gas below \(T_c\) & <\(P_c\) & 0.25 & [29–31] \\
& \(T_c – 400\) & 0.05–121 & 0.2 & [29–31] \\
& 400–700 & 0.1–100 & 0.5 & [36] \\
& 700–3000 & 0.1–100 & 1 & [33] \\
& \(T_c \pm 5\%\) & \(\rho_c \pm 30\%\) & 6 & [29–31] \\
\hline
Specific heat (const. pressure) & liquid below \(T_c\) & <121 & 3.0 & [29–31] \\
& gas below \(T_c\) & <\(P_c\) & 2.0 & [29–31] \\
& fluid above \(T_c<400\) & 0.05–121 & 3.0 & [29–31] \\
& \(>400\) & 0.01 & 0.026 & [33] \\
& \(>400\) & 35 & 32 & [35] \\
& \(>400\) & 100 & 84 & [33] \\
& \(T_c \pm 5\%\) & \(\rho_c \pm 30\%\) & greater, unknown & [29–31] \\
\hline
Thermal conductivity & \(<100\) & \(<15\) & 3 & [29,30,32] \\
& \(100\) & 15–70.9 & 3–10 & [29,30,32] \\
& \(100 < T < 400\) & - & 10 & [29,30,32] \\
& \(>400\) & - & 7 & [33] \\
& \(T_c \pm 5\%\) & \(\rho_c \pm 20\%\) & greater, unknown & [29,30,32] \\
\hline
\end{tabular}
\caption{Summary of property data, uncertainty values, and sources used in analysis}
\end{table}

\footnote{Where ranges of uncertainties are provided, a linear approximation is used to represent the uncertainty in the analysis.}

a) Supercritical region
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b) Low \( T_R \) and \( P_R \) region
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Fig. 7 Uncertainty associated with Hess and Kunz [6] correlation because of uncertainty in property data.
that the bulk reference-type correlations (McCarthy and Wolf, Taylor) overpredict the heat transfer near the critical points and around the pseudocritical temperature $T^*$ line. This observation agrees with a purely analytical comparison of the correlations, in which the McCarthy and Wolf and Taylor predictions of the heat transfer coefficients spike near the $T^*$ line, suggesting that this spike is actually an overprediction in this region and not a true representation of the heat transfer. The Hendricks and Taylor correlations underpredict along the $T^*$ line. Hess and Kunz and Miller predict reasonably well along the $T^*$ line, but both underpredict to the left of this line. The McCarthy and Wolf, Hendricks, Hess and Kunz, and Miller correlations all underpredict to varying degrees in the region of the transition from liquid to supercritical gas for $P_R > 4$. However, it is difficult to distinguish between the effects of thermally partially developed flow and the transition from liquid to supercritical gas, as this transition occurs at low $x/D$ in the experimental data used in this analysis.

The integral property approach used in the Schact and Quentmeyer correlation showed a good overall prediction of the experimental data (with a range of ±56% to cover 95% of the data), and performed better than other correlations in the low-temperature and low-pressure region. Using this reference-type with other forced convection heat transfer correlations could lead to improved predictions in this region, as well as accommodate the transition from liquid to supercritical gas and low $x/D$ values. The Taylor correlation also showed good prediction for low $x/D$ and reduced pressures above four.

A number of correlations proposed for variable property nonhydrogen supercritical fluids were evaluated for use with hydrogen. These correlations were compared with the compiled hydrogen heat transfer data sets. The correlations proposed by Miro polyski and Pikus, McAdams, Colburn, and Rohsenow all performed well with the hydrogen data (with ranges of ±37, ±39, ±41, ±45%, respectively, to cover 95% of the data examined with $T_D > 50$ K). However, these are not significant improvements over the existing hydrogen correlations, all six of which predicted 95% of the data for $T_D > 50$ K between ±40 and ±45%. It is possible that modifying the exponents and constant coefficients of these correlation forms could provide better correlation with the hydrogen data.

The results of a detailed uncertainty analysis show that the uncertainty in $Nu$ correlations for supercritical hydrogen as a result of uncertainty in property data ranges from about 1.8 to 10%. This uncertainty is affected by the reference temperature type used, with the bulk reference-type correlations having the lowest uncertainty in the low-pressure and low-temperature range. However, because this is lower than the errors observed in the correlation predictions, the property uncertainty does not appear to be a main contributor to the discrepancies in the prediction of the correlations.
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