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ABSTRACT

In this paper, we propose an upwind compact difference method with fourth-order spatial accuracy and second-order temporal accuracy for
solving the streamfunction-velocity formulation of the two-dimensional unsteady incompressible Navier-Stokes equations. The streamfunc-
tion and its first-order partial derivatives (velocities) are treated as unknown variables. Three types of compact difference schemes are
employed to discretize the first-order partial derivatives of the streamfunction. Specifically, these schemes include the fourth-order symmetric
scheme, the fifth-order upwind scheme, and the sixth-order symmetric scheme derived by combining the two parts of the fifth-order upwind
scheme. As a result, the fourth-order spatial discretization schemes are established for the Laplacian term, the biharmonic term, and the non-
linear convective term, along with the Crank-Nicolson scheme for the temporal discretization. The unconditional stability characteristic of
the scheme for the linear model is proved by discrete von Neumann analysis. Moreover, six numerical experiments involving three test prob-
lems with the analytic solutions, and three flow problems including doubly periodic double shear layer, lid-driven cavity flow, and dipole-wall
interaction are carried out to demonstrate the accuracy, robustness, and efficiency of the present method. The results indicate that the present
method not only has good numerical performance but also exhibits quite efficiency.
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I. INTRODUCTION 0 0 0 1
— (V) + u=— (V) +v=— (VX)) = — V' +f,
In the recent years, numerical methods for simulating incom- 3f( V) Ox (V) dy (V') Re vt )
pressible fluid flows governed by Navier-Stokes (N-S) equations oy oy
have been thoroughly investigated. Nowadays, the results obtained by u= By = Tk

the direct numerical simulation (DNS) without any turbulence mod-
els have been widely treated as the accurate solutions for the flow
problems and have contributed to the study of flow mechanisms. In
order to achieve high accuracy which is the essential requirement for
DNS, it is necessary to develop high-order numerical methods. As
the foundation of three-dimensional (3D) flow problems, algorithms
for two-dimensional (2D) flow problems have also been widely stud-
ied in recent years. In this paper, we consider the following 2D
unsteady N-S equations in the form of streamfunction-velocity
formulation:

where  is the streamfunction, u and v are the velocities, and Re is the
Reynolds number. As the velocities can be regarded as the first-order
partial derivatives of the streamfunction, the above formulation is also
termed as the streamfunction-velocity formulation.

Compared with the traditional primitive variable formulation,
there are at least three advantages of the above formulation. First, in
the streamfunction-velocity formulation, the continuity equation
which stands for mass conservation is automatically satisfied. Second,
the velocity and pressure variables are decoupled, which overcomes
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the difficulty in the solution of the pressure variables. Furthermore, the
boundary conditions of the streamfunction are simpler than those of
the pressure. Moreover, even compared with the streamfunction-
vorticity formulation which is also widely used for the 2D incompress-
ible fluid flow problems, the streamfunction-velocity formulation
still has the unique advantage in the boundary condition setting.
Therefore, in the past several years, many novel numerical methods
based on the streamfunction-velocity formulation have been
developed.

Considering that the governing equation Eq. (1) is a fourth-order
partial differential equation, the traditional second-order difference
approach, which requires 13 points to discretize the equation, has to
propose additional numerical boundary schemes. On the contrary, the
compact scheme, which uses only the current grid points and eight
neighbor points, does not require any additional numerical schemes.
Thus, several compact schemes based on the streamfunction-velocity
formulation have been proposed in the last few decades. Before 2010,
several second-order compact finite difference methods have been pro-
posed. For example, Kupferman' presented a two-step second-order
scheme in 2002, in which the discretization of the advection term was
based on the central-difference scheme with nonlinear slope limiters.
In 2005, Ben-Artzi et al.” improved the above method and proposed
another second-order central-difference conditional stable scheme.
Kalita and Gupta” presented a one-step second-order implicit compact
scheme in 2010. Since 2010, many researchers have focused on the
establishment of high-order compact finite difference methods. For
example, Ben-Artzi et al” first proposed the fourth-order accurate
schemes for the streamfunction-velocity formulation. Later, to extend
the methods to complicated geometries, Sen and Kalita'* presented a
fourth-order essentially compact finite difference scheme in a confor-
mal coordinate while Fishelov'” presented a new fourth-order finite
difference scheme directly in irregular domains. Recently, our team
established a compact fourth-order scheme for the two-dimensional
steady incompressible N-S equations in general curvilinear
coordinates.'®

Although the above algorithms have achieved success in solving
the flow problems with smooth solutions, as mentioned in the work of
Yu et al.,,'® the utilization of the central symmetric compact scheme for
velocities might experience numerical oscillations in the strong shear
flow problems due to its characteristic of no numerical dissipation. To
overcome this deficiency, upwind schemes for the streamfunciton-
velocity formulation have been developed. In 2018, Yu and Tian'® first
proposed a second-order upwind compact scheme for solving the
streamfunction-velocity formulation of the incompressible N-S equa-
tions. Same as previous works,"”” the discretization of the viscous
term used the combination of the streamfunction and its first deriva-
tive using a fourth-order symmetric compact scheme. However, a
splitting method for the convective terms of the streamfunction-
velocity formulation was introduced.'® Thus, the upwind compact
scheme for the approximation values of velocities can be utilized to cal-
culate the convective terms. Recently, Lu et al.”" established a new less
time-consuming upwind compact scheme for the solution of the
streamfunction-velocity formulation. Different from the work of Yu
and Tian,'® only the third-order upwind compact scheme for
the first-order partial derivatives was required to be solved, while the
fourth-order approximation of velocities was computed directly by the
combination of those terms. Very recently, Yadav et al* also
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developed a hybrid compact scheme for the streamfunction-velocity
formulation of the incompressible N-S equations. In their work, the
first-order spatial derivatives were approximated by an optimized
upwind compact scheme, and the Laplacian and biharmonic operators
were discretized using fourth-order hybrid compact schemes. For time
discretization, the authors used an explicit fourth-stage fourth-order
Runge-Kutta method and hybrid filters. Additionally, it is worth
pointing out that all the above upwind schemes'®*"** can only reach
second-order accuracy in space.

The purpose of this paper is to develop a high-order upwind
compact difference algorithm for the streamfunction-velocity formula-
tion of the 2D unsteady incompressible N-S equations. Similar to the
work of Yu and Tian,'® the first-order derivatives of streamfunction
(velocities) are discretized by two schemes, namely, the fifth-order
upwind compact difference scheme and the fourth-order symmetric
compact difference scheme in this work. Referring to the strategy in
the work of Lu et al.,”" by the weighted combination of those numeri-
cal solutions, a sixth-order accurate value of the first-order derivatives
can be obtained. Therefore, it is not necessary to solve another sixth-
order scheme for the velocities to construct the high-order schemes
such as in the work of Ben-Artzi et al.” By using the values of the
streamfunction and its first-order derivatives, the fourth-order com-
pact difference schemes for the convection and the biharmonic terms
can be established. In addition, same as the previous work,'®?! the
Crank-Nicolson scheme is utilized for temporal discretization.

The remainder of this paper is organized as follows. In Sec. I,
a high-order upwind compact difference algorithm for the
streamfunction-velocity formulation of the unsteady incompressible
N-S§ equations is deduced. In Sec. IT, the stability analysis is provided
for the linearized governing equation. Numerical experiments for six
test problems are performed to validate the accuracy and efficiency of
the newly derived compact difference scheme in Sec. IV. Finally, the
whole work is summarized in Sec. V.

Il. FOURTH-ORDER UPWIND COMPACT DIFFERENCE
APPROXIMATION

A. Spatial discretization

In this section, we formulate a fourth-order upwind compact
finite difference method that solves Eq. (1) in the uniform meshes with
the grid size of h in the x- and y-directions. For brief sake, some stan-
dard finite difference operators at the grid point (x;, y;) are defined as
follows:

Pisrjir T Picrjir — Picrjor — Pisrjor — 2(Pijr — Pijo1)
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00, = 2h3 ’
5.52h— Bisrjr = Picrjrr — Picrjor T Pivrjor — 2(Pigrj— Picry)
20y = 213 ’
Givrjn— Picrjr T i — Pirrj
0, p=—" S —, @)
Gy~ 204+ by Giory— b
52 _ i+1,j ij i—1, 5x _ i+1,j i—1,
2 e
Gijia—20iy iy Gijii— bij-
2, Vij+l ij ij—1 _ P+l ij—1
5y¢7 h2 75y¢* 2h )
where ¢; ; denotes the value at the grid point (x; y;), etc.
36, 063601-2

12:62:10 ¥20Z AInr 2L


pubs.aip.org/aip/phf

Physics of Fluids ARTICLE

1. The discretization of the first-order partial derivative

In the streamfunction-velocity formulation, it is essential to con-
struct the appropriate scheme to calculate the approximal values of the
first-order partial derivative of the streamfunction (velocity). For con-
venience, we would only use u = ?;/’ as an example. To establish the
whole algorithm, three basic compact schemes are utilized

N N N 3

Uij1 +4u;+ i = A ('/’i,j+1 - l//i,j—1)> (3)

A N N 1
3“571 + 6“$ + MIHI YA (Vijo + 1831 — 9y — 10Y;5,4),
(4)

. . - 1
Uijy +0U;;+ 30, = T3 (10‘//1'4'71 + 0 — 18y — lpi.j+2)'
(5)

Equation (3) is the fourth-order symmetric compact difference
scheme (SCD4), while Egs. (4) and (5) are two parts of the fifth-order
upwind compact difference scheme (UCD5).”” Using the Taylor series
expansion, we have

P S 6
o= 9y 180 0y + O(h°), (6)
oy WY B Ty
+_“r - Z 7 i 7
=%y “s0ayr Ty O @
oY KTy
Y =9y 00 ays 70000y T O("). ®

First, it should be pointed out that the fourth-order approxima-
tion # is critical for estabhshlng the fourth-order discretization of the
partial derlvatlve Y. Considering u* as an approximation of u with at
least fourth-order accuracy, it can be expressed as follows:

4 Py s lﬁ 6
t = ah? h’> — + O(h 9
=% + o + Bh” 5 + O(°). )
In general, by employing Taylor series expansion and standard
finite difference operators in Eq. (2), it yields

Py WO Kt oy

2 " 6

B =G g 3 ay T 0P (10)
Py WO

C Y sy 6
R Kt (120+ )ay + B+ O(K)
(11)

Combining the above two equations and eliminating the second-
order partial derivative term, we obtain

M 12,0, 2( ) >’y
a—yl_ﬁ<5y —(w) 120 355+ % ) e
+ 12ﬁh3 T ‘/' —+ O(n"). (12)

Note that the discretization of Eq. (12) can achieve fourth-order
accuracy if = —1/180 and # =0, and the SCD4 scheme satisfies this
condition exactly. The above analysis indicates the true reason why
SCD4 must be utilized in the whole algorithm.

pubs.aip.org/aip/pof

Second, it also should be mentioned that more schemes are
required to d1scret1ze the other partial derivatives of the streamfunc-

tion, especially for ((? 2y, Using the Taylor series expansion, we get
Sut = 6;;* + iz_;a;; + O(h*)
237‘”+’f—;§7"’+0(h4) (13)
oy = %+%2(§7f+%?;7¢+ O(h®)
4 228337[// +ht (1_;0 ) s i M +O(K°).

(14)
Combing the above two equations to eliminate the term of 2% ayS’

we can obtain the discretization scheme of ‘(; Y as follows:
Py
oy?

= f%(ﬁu* +ﬁ (89 —u") + 15uh2%+ 15/3h3—w+ O(h*).
(15)

Obviously, to reach fourth-order accuracy for the partial deriva-

tive terms ?T'f, the approximation scheme »* must be at least six-order

accuracy where o and f§ are both equal to 0. Consequently, other high-
order schemes such as the sixth-order symmetric compact difference
scheme should be introduced in the derivation of the fourth-order
upwind method. Referring to the strategy in the work of Lu et al.,”" we
can combine the two parts of UCD5 to produce a new approximation
of velocity with sixth-order accuracy

T+

u= 5 . (16)

In this paper, the above approximation of velocity is called as the

sixth-order weighted compact difference scheme (WCD6), and it can
be deduced as

L_ou I oy
4=y 70000y

+O(h®). (17)

2. The discretization of the biharmonic term

In this subsection, we discuss the fourth-order discretization for
the biharmonic term

My oy Oy
o= —— 42 — 18
Vv ot t Ox20y? * oyt (18)
which stands for the viscous term in the N-S equations.
As mentioned in Sec. IT A 1, we have
M 12 .
Tot = g (0¥ = 8W) + O, (19)
My 12 4
B (5 5ylﬁ> + O(h*). (20)

For the fourth-order mixed partial derivative, referring to the pre-
vious publication,” it can be expressed as follows:
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KB

e A A

825,u*) + O(h*). (1)

Here, u* and v* are approximations of velocities u and v with at
least fourth-order accuracy. We can choose % and v with sixth-order
accuracy to replace u* and v*, respectively. Thus, the biharmonic term
can be discretized as follows:

v‘*lpff( Sy + Oyit — 2 — 5%/;)
+ 2038753 + 0.0, — 67,1) + O(h). (22)

3. The discretization of the convective term

Referring to our previous study, * the upwind formulation of the
convective term can be written as follows:

9 0
uge (V) v g (Vi)
v+ v 3 v—1Iv 8
> 3—y(v2¢) 7 5 VY
u+ |u| 2 (O | | oo (OW
2 v (Gx) 2 v (ax)

vl (0N v W] s (0
=5e(5) ()

_ ”+|“|v2+ ”_‘”‘vzv—
2 2
+V+MV2 + 47 | |v2 - (23)

Here, u™, u,v", and v~ represent the upwind terms of velocity.
Additionally, in order to develop a fourth-order discretization of the
convective term, all the velocity terms in Eq. (23) need to be at least
fourth-order accuracy.

Now, we should pay attention to the high-order discretization of
the harmonic terms. Using Taylor series expansion, we have

2+ _OU HOu 4
o 78x2+128x4+ ()
_Du Y 4
=32t D0y + O(h*). (24)
Noticing that
Py WPy WPy
2c h n 4
000 = Ox*dy + 120x*0y 6 0x20y? +0()
Pu B Y WY 4
=t 120x*9y | 6 0x20y3 + (), (25)
L v B oY WOt 4
0x0yV" = Ox0y * 6 0x30y | 6 Oxdy? +0r)
3 2 55 2 55
LB RO Ry
Ox2dy 6 0x*dy 6 0x?0y?
Pu WYy K Y 4
T 0xr 60xtdy 6 0x20y} +0(r). (26)

pubs.aip.org/aip/pof

Combing Egs. (24)-(26) to eliminate the O(h?) term, we can
obtain

02
o = = 82U’ + 02, + 8:0,v" + O(h*). (27)
On the other hand, we have
Sut 7@ h_zﬁ_,_ (h*)
y oy 1200
Pu WOy 4
—87)/24’587}}54’0(}1 ) (28)
Noticing that
. 81// Kt 0°y p
_ oy 6
=—+ O(h®). 30
B=3, + O(h®) (30)
It can be found that
Py 180, )
. 1
S = i = i)+ O 61

Substituting Eq. (31) to Eq. (28), we have
——=0u" ——(a— i)+ O(h"). (32)

Combing Eq. (27) and Eq. (32), the fourth-order discretization of
V2u* is given by

+
Pu\ " Pu
R ou
Vau' = (axz) + (6)/2)

15
= Su + SuT + W + 000" — 7 ( — @) + O(h").
(33)
Similarly, it can be deduced as
Viu© = &u + 5;u7 + 025, + 5.5,V
15, . .
@~ i) + Ok, (1)
Vit =8yt + 5;v+ - 5X(5§1// + 0c0pu”
5, 4
(- 9)+ O(h), (5)
VAT =0 + 00w — 0000 + 0.0,u"
15, . \
—ﬁ(v—v)+0(h )- (36)

As discussed in Sec. IT A 1, the two parts of the UCD5 scheme
can be utilized in the discretization of the upwind terms u™*, u~,v"
and v, and WCD6 scheme can be selected for the discretization of u
and v. In addition, Substituting Eqs. (33)-(36) to Eq. (23), the discreti-
zation of the convective term can be expressed as follows:
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0 0
o (V) + Va—y(VZI//)

v — )]+ O(h"). (37)

B. Temporal discretization

Let ", 4", and v" denote the streamfunction at time ¢’, we
approximate Eq. (1) by the second-order Crank-Nicolson type scheme

in time
vzl//n+l _ vzl//n
At
1[ 0 ) 1, i
=3 [ugE (70 v ()~ o]
1[0 0 1 "
5{ e (VW) vy (V) — g VY —f} +0(Ar),

(38)

where At is the uniform time step.
At the beginning, the harmonic term can be discretized as
follows:
Ay Y
2 = _—
V= Ox? + 0y?
=200 + 2630 + 0,V — 6,1 + O(h*). (39)

Substituting the spatial discretizations in Egs. (22), (37), and (39)
to the above semi-discretization equation in Eq. (38) and omitting the
truncation error, we have the upwind compact discretization scheme
with fourth-order spatial accuracy and second-order temporal accu-
racy for the streamfunction-velocity formulation

2 6 2 | 2y ntl
(3o )2+

Reh?
Vi B +2|L—,| (207 + o)
4 ;'m (35 +a0 ) + v +2M (2 + &)
+7 _zm (20 +87) — 2 (@~ )~ u(v - 9)

pubs.aip.org/aip/pof

+ (007 — 16,0, + V50,0 +76.5,7)

1 (12 ~ ~ n+1
% {hZ( dsv +5u)+z(35252¢+5x55v—5§5yu)] —f}

() 4 B+ (0 0,0

1 ﬁ+|ﬁ| 25+ 25+ ﬁ—|ﬁ\ 25— 24—
—5{77(5’(1/ +byv)f 5 (5xv +5yv)

v+ o o V=1 /0. .
+ 3 (biu*+b§u+>+ 5 <5iu +5;u>

+<a6 P — 3,31 + VOES + 75,0 v)

15 R P 1 (12 . N
_ﬁ( ( —u)—u(v—v))—ﬁ{ﬁ(— xv—i—&yu)
+2(35i5;l//+5x(3;17—5)2€5yﬂ):| —f}n. (40)

The matrix form of the algebraic system associated with the above
algorithm can be written as follows:

A\];VH—I — F(‘]"H—l, Uﬂ+17 Vrl+1) 4 G(\l;n7 Un7 Vn) (41)

Noticing the coefficient matrix A is linear and positive definite,
some traditional iterative methods such as the Gauss-Seidel method
can be used to obtain the streamfunction at the n + 1 time level.

C. Solution of the algebraic system

In this subsection, we provide the solution procedure of the alge-
braic systems arising from the newly proposed finite difference
method. To improve the convergence for the streamfunction, the mul-
tigrid method is applied to solve the sparse linear systems arising from
the approximations of the N-S equations in Eq. (41).

Suppose W", U", V" are known, the solutions of the ¥"'!,

U™ V™! are obtained by the following iterative procedure:

1. Set k=0 and initialize Y'"'F=w" Utk =y and
Vn+1 ko =y,

2. Calculate the right-hand side of Eq. (41) by using the values
WLk gLk ik gt g, and W

3. Solve Eq. (41) using the V(3,3)-cycle multigrid method to obtain
Lk

4. Update the velocities such as U"*1%+1 and V"+14+1 ysing Egs.
(3)-(5).

5. Repeat steps (2)-(4) from k = 1,2,3,... until the maximum of
|kl _ gt Lk g smaller than a certain inner convergence
criterion & (which constitutes the inner iteration). Then set
L T R N VAR (o RS

b)

6. Repeat steps (1)-(5) from n = 1,2,37 ... until the maximum of
[ — W¥"| is smaller than a certain outer convergence criterion
& or to a certain time level (which constitute the outer iteration).

In this paper, all numerical simulations are run on a Dell
OptiPlex 7070 machine with 32Gbyte of memory using double preci-
sion arithmetic.
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11l. LINEARIZED STABILITY ANALYSIS

Referring to the work,' we perform a von Neumann linear stabil-
ity for the linearized homogeneous N-S equations

9 (o2 9 (o2 9 (o2 Lo
— = b— = 42
ai (V) Hag (V) b (V) = Vi, ()
where a and b are the corresponding mean values of u and v and are
both real numbers.

We assume that the numerical solution at time level n can be
expressed by the Fourier series, whose typical term is

Vo = z}" exp(ik.x) exp(ik,y), (43)

where )" denotes the amplitude and k, and k, are the wave numbers
in x- and y-directions respectively. Thus, the discrete Fourier modes
for the velocities can be computed as follows:

. . 3sin0, .
= —j— 44
v lh(2—|—cos€,c)%’ (“44)

) 3sin 0, "
=-]— 45
" 1h(2+c030y) Vo (45)

and
ot — 189 sin 6, + 54 sin 20, + sin 36, ,,

- 6h(23 + 24 cos 0 + 3 cos20,) ' °
B 2(1 — cos 0,)’ "
3h(23 + 24 cos 0, + 3cos20,) " °
2 — (ikix + ke )W}, (46)
e i189 sin 0, + 54sin 20, + sin 30, y
6h(23 + 24 cos 0, + 3 cos20,) " °
2(1 - cos0,)’ "
3h(23 + 24 cos 0, + 3 cos20,) " °
£ (ikiy + kry)¥rg, (47)

where 0, = k.h and 0, = k/h are phase angles in x- and y-directions,
respectively. The other terms can be expressed as follows:

U = (ikiy — ke y g, (48)
V7 = —(ikix — ke g, (49)
i = ik; Y, (50)
v = —ik . (51)

Applying the above equations, the spatial part of the unsteady
term can be deduced as follows:

Ty = <4(cos 0y + cos 0, — 2) N sin Ocky + sin Hyl;y> v
h? h
£ fu(0x, 0y, b)Yy, (52)

where k, and k, stand for the imaginary parts of modified wave num-
bers of —v and #, and f;; is the real function.

Similarly, the Fourier modes for convective and viscous terms
can be written as follows:

0 0

a(vzx//) +b—

5y (T) = (o000 ) +0c(0 0,10 )5 ()

a

1
EVAIW :fV(0x70y7h)lp(r)lv (54)

where fc, fo and fy are real functions. Thus, the amplification factor

G(0y,0,) = Y"1 /" in the present scheme can be calculated as
follows:

o = Yo+ Afy —fe) - iAtfe

2y = At(fv — fe) +iAtfe
In order to satisfy |G(0¢, 0,))| < 1, generally, it requires
Atfy(fv —fc) < 0. (56)

It can be deduced as

(55)

4(cos 0y 4 cos 0, —2)  sin O,k + sin Ok,
fU = P +
h h
308 + 277 cos 0 + 16 cos 20, — cos 30, . , 0,
- sin* =
3h2(23 + 24 cos O, + 3 cos 20,) 2
308 + 277 cos 0, + 16 cos 20, — cos 30,
3h%(23 + 24 cos 0y + 3 cos 20,)

0
sinzzy <0. (57)

Therefore, the function of f;; is always non-positive.
For the function of f., assuming a > 0 and b > 0, since UCD5
scheme is applied to approximate 4™ and v*, it yields

2(cos 0, + cos 0, — 2
fo= ( B by =2) (ak, . + bk, ,) <0, (58)

because (ak, . + bk, ) is always positive in the upwind scheme.
For the function of fy,, it has

1 48 0 48 .0,

| sin* T sin*
Re | h*(2 + cos 0,) 2t

fr= (24 cos0,) 2

4 _
+ m (6(cos Ox — 1)(cos 0, — 1) + (cos 0 — 1) sin O,k h
+ (cos 0, — 1) sin Ok.h) | . (59)

It can be found that

3(cos 0y — 1)(cos 0, — 1) + (cos O — 1) sin O,k,h
(=207 + 72 cos 0, + 136 cos 20, — cos 30,) -0
12(23 + 24 cos 0, + 3 cos 20,) -
(60)

= (cosO, — 1)

Thus, fy is also non-negative.
Combing the relationships of fi, fc, and fy, it finally can be
deduced as

Ju(fv —fe) <0, (61)
for the proposed scheme in this paper, which indicates that it is uncon-
ditionally stable for the linear model.

IV. NUMERICAL EXPERIMENTS
A. Taylor-Green vortex problem

First, we consider the Taylor-Green vortex problem, which has
been widely used to evaluate the numerical performance of algo-
rithms.”'"*"** The analytical solutions are given as follows:
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TABLE I. Comparison of L, norm errors, spatial convergence rates, and CPU time for Taylor-Green vortex problem at t = 2. Note: 4.94(—5) = 4.94 x 1075, etc.

W u v
Source Grid size Error Rate Error Rate Error Rate CPU time (s)
31 x 31 4.94(—5) 1.16(—4) 492 1.16(—4) 449
Present 41 x 41 1.07(—5) 5.32 2.99(—5) 473 2.99(—5) 473 87.0
51 x 51 3.32(—6) 5.23 1.09(—5) 4.54 1.09(—5) 4.54 158.3
31 x 31 2.38(—4) 4.34(—4) 4.34(—4) 13.8
. 41 x 41 1.74(—4) 1.08 3.18(—4) 1.08 3.18(—4) 1.08 238
Luet al. 51 x 51 1.26(—4) 1.47 2.28(—4) 1.49 2.28(—4) 1.49 02
81 x 81 5.91(—5) 1.60 1.06(—4) 1.63 1.06(—4) 1.63 158.8

W (x,y,t) = cos(Nx) cos(Ny) exp(—2N?*t/Re) /N, (62)
u(x,y,t) = —cos(Nx) sin(Ny) exp(—2N?t/Re), (63)
v(x, y,t) = sin(Nx) cos(Ny) exp(—2N?t/Re), (64)

where N is a given integer and equals to 2 in this problem. The compu-
tational domain is configured as a square region of size 0 < x,y < 2,
while the initial and boundary conditions are all specified by the ana-
Iytical solution in Eqgs. (62)-(64). The convergence criterion of the
inner iteration ¢ and the computation time f are set to 107!? and 2,
respectively. In addition, we also reproduce the codes of the less time-
consuming second-order upwind compact scheme”' for a better
comparison.

Numerical simulations are first performed for cases with
Re=100 and At = 0.01 under different grid configurations. Table I
comprehensively summarizes the L, norm errors, convergence rates,
and CPU time for u, v, and . As expected, the convergence rates of
the present method are close to 4, which is in agreement with the theo-
retical derivation. In comparison with the results of the method,”!
although the present method requires more CPU computation time
under the same grids, it shows higher efficiency in terms of obtaining
results with the same level of accuracy. For example, our method yields
the error of i equals to 4.94 x 107> under 31 x 31 grids, and the error
of Y for the method of Lu et al.”' equals to 5.91 x 10~ under 81 x 81
grids, which can be assumed to have the same level of accuracy. In
terms of CPU time, our method requires 44.9 s under 31 x 31 grids,
whereas the method of Lu et al. requires 158.8 s under 81 x 81 grids
for the same level of accuracy. Therefore, the reduction in CPU time
for our method is (158.8 — 44.9)/158.8 ~ 72% under the same level
of accuracy conditions. In conclusion, our method achieves over 61%
reduction in the grid requirement and 72% reduction in CPU time
from the point of view that the results achieve the same level of

accuracy. Furthermore, considering a grid size of 65 X 65 and Re = 10,
the results for different At are presented in Table II, showing that the
time convergence rates of our method approach 2, which is still consis-
tent with theoretical derivations.

B. Analytical problem with a non-homogeneous
source term

The second numerical experiment is a specially constructed
smooth analytical solution with a non-homogeneous source term in
the square domain 0 < x, y < 1. The source term is given as follows:

f==36e""(x*+y* +16)(x* + y*), (65)

where the analytical solutions for Re=1 can be expressed as follows:

Y=+ 7)), (66)
u=6e'y(x? —5—)/2)27 (67)
V= 76e7tx(x2 +y2)2. (68)

To solve this problem, both the initial and boundary conditions
are taken from the analytical solution, while ¢ and ¢ are set to 1012
and 1, respectively. Furthermore, we not only reproduce the codes in
the work of Lu et al.”" but also the codes in the work of Yu and Tian"®
for a more comprehensive comparison.

Table TII presents the results under different grids with
At = 0.001. Obviously, the spatial convergence rates of the present
method are still close to four, once again proving fourth-order accu-
racy in space. Comparing the L, norm errors, it can be seen that our
method has a great superiority in time-saving strategies by performing
computation on sparser grids. Specifically, the L, norm errors of the
present method under 21 x 21 grids are even smaller than those

TABLE II. Comparison of L, norm errors, temporal convergence rates, and CPU time for Taylor-Green vortex problem at { = 2.

12:62:10 ¥20Z AInr 2L

v u v
Source At Error Rate Error Rate Error Rate CPU time (s)
0.08 2.55 (—5) 4.31 (—5) 4.31 (—5) 151.5
Present 0.04 5.35 (—6) 2.25 9.63 (—6) 2.16 9.63 (—6) 2.16 193.7
0.02 6.46 (—7) 3.05 1.85 (—6) 2.38 1.85 (—6) 2.38 271.9
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TABLE Ill. Comparison of L, norm errors, spatial convergence rates, and CPU time for the analytical problem with a non-homogeneous source term at t=1.

W u v
Source Grid size Error Rate Error Rate Error Rate CPU time(s)
21 x 21 6.46 (—7) 4.88 (—6) 4.94 (—6) 198.7
31 x 31 1.30 (=7) 3.96 9.73 (=7) 3.98 9.82 (=7) 3.98 994.8
Present 41 x 41 4.11 (—8) 3.99 3.09 (—7) 3.98 3.12(-7) 3.99 2866.0
51 x 51 1.65 (—8) 4.10 1.27 (=7) 3.98 1.28 (—7) 3.99 7615.0
21 x 21 8.88 (—5) 3.36 (—4) 329 (—4) 94.4
31 x 31 4.45 (=5) 1.70 1.61 (—4) 1.81 1.59 (—4) 1.80 491.2
Lu ef al?! 41 x 41 2.66 (—5) 1.79 9.45 (—5) 1.86 9.32 (—5) 1.85 1430.1
51 x 51 1.76 (—5) 1.84 6.20 (—5) 1.88 6.13 (—5) 1.88 3963.0
81 x 81 7.27 (—6) 1.89 2.52 (=5) 1.92 2.50 (—5) 1.91 29 850.5
21 x 21 4.65 (=5) 1.55 (—4) 1.54 (—4) 144.2
31 x 31 2.04 (=5) 2.03 6.88 (—5) 2.00 6.84 (—5) 2.01 805.7
Yu and Tian'® 41 x 41 115 (=5) 2.01 3.88 (—5) 1.99 3.86 (—5) 1.99 2475.9
51 x 51 7.35 (—6) 2.00 2.49 (—5) 1.99 2.48 (—5) 1.99 6779.8
81 x 81 2.88 (—6) 1.99 9.77 (—6) 1.99 9.72 (—6) 1.99 50 540.8

16,21

obtained by second-order upwind schemes under 81 x 81 grids,
where the grid reduction required to achieve the same level of accuracy
is over 75%. In terms of CPU time, the present method shows an effi-
ciency comparable to that of the second-order upwind method'® under
the same grid configurations. Compared with the fast upwind
method,” the present method needs less than 1% CPU time from the
view of achieving the same level of accuracy. In general, the present
fourth-order method shows superior accuracy and efficiency even
under sparse grids.

C. Analytical problem containing sharp boundary
layers

Now, we consider the test problem containing sharp boundary
layers,”*” which is a steady analytical solution of the N-S equations.
The expressions for streamfunction and velocity are given as follows:

(I—eP)(1—eP)

Here, we consider the case with p =50 and Re= 10 in a square
computational domain with 0 < x,y < 1. In this case, there are sharp
boundary layers near the sides x=0 and y=0 for streamfunction v,
as well as near the sides x =0 for v and y =0 for u, respectively. Since
the above solution in Egs. (69)-(71) is a steady-state solution, we only
use it to specify the boundary conditions, while the other regions are
initialized with zero values. In addition, ¢ and ¢, are set to 10~% and
1077, respectively. At is set to 0.0001, and grid configurations are
129 x 129.

Figure 1 displays the surface contours of streamfunction . It can
be observed that the second-order upwind methods'®*' show larger
errors, especially for the less time-consuming second-order upwind
scheme,”" while the present method can agree well with the analytical
solution. In contrast with the maximal absolute errors in Table IV, the
error magnitudes for our method are much smaller than those of the
second-order upwind schemes. To better quantify the boundary layers
capture performance, we depict the distribution of the streamfunction

Y(x,y) = v , (69)  and velocity u as well as the corresponding errors along the diagonz}l
(1—e?) line in Fig. 2, it is obvious that the results obtained by the method™
_peP(1—e ) -0 exhibit notable errors. Compared with the results of the method,'®
ulx,y) = _ o) ) (70) the present method demonstrates relatively smaller errors within the
(1—e?) P y
“p(] — by boundary layers, indicating a more accurate capture behavior of the
v(x,y) = — ILez) (71) sharp boundary layers. In summary, our fourth-order method exhibits
(1—e?) superior performance under sparse grid configurations compared to
The source term is expressed as follows: second-order methods.
Flr,y) = 1 pte P e — gt ) D. Doubly periodic double shear layer flow problem
7 Re (1—er) The fourth numerical experiment focuses on the doubly periodic
4oPX—PY (p=PX _ oY double shear layer flow problem, which has been widely adopted b
P ( ) y y Y
(1—er) ’ (72) scholars'®*'***° to evaluate the numerical stability of the CFD algo-

where p is a key factor controlling the boundary layers, with larger val-
ues resulting in sharper boundary layers.

rithm at high wave numbers. Considering a square computational
domain with sides of length 27, the initial conditions are given as
follows:
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FIG. 1. The surface contours of P =50, Re =10 under 129 x 129 grids for streamfunction s for the analytical problem containing sharp boundary layers with (a) analytical
solution, (b) present method, (c) Yu and Tian,'® and (d) Lu et al.”’

¥ (x,y,0) 5
y — T
2y — <y <
plncosh(u) —2plncosh i +ocosx, 0<y<m, tanh( 2p )’ Osysm
2p 2p u(x,y,0) = A2 (74)
= -
3n—2y tanh 24 , m<y<2m,
—plncosh + o cosx, n<y<2m, 2p
73) v(x,y,0) = asinx. (75)
TABLE IV. Comparison of maximal absolute error and CPU time for the analytical problem containing sharp boundary layers.
Maximal absolute error
Grid size Source W u v CPU time (s)
Present 6.44 (—4) 3.96 (—3) 547 (—3) 1703.5
129 % 129 Yu and Tian'® 1.11 (-3) 5.16 (—2) 3.31(=2) 1116.9
Lu et al.*! 8.99 (—2) 527 (—1) 4.96 (—1) 650.5
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FIG. 2. The values and corresponding errors along the diagonal line for the analytical problem containing sharp boundary layers with (a) streamfunction s and (b) velocity u.

Here, p = /15 is the thickness of the shear layer and o = 0.05
is the initial perturbation. Periodic boundary conditions are applied
along the four boundaries, which can be described as follows:

¢(07}/7 t) = ¢(27T7yv t)7 qb(x,O,t) = ‘:b(xa 2m, t), (76)

where ¢ represents the values of i/, u, and v at the grid point.

For this problem, the increase in the Reynolds number will lead
to the flow behavior with steep gradients. As mentioned in the work of
Yu and Tian,'® the central difference methods’ may appear as serious
nonphysical oscillations, while the upwind schemes could maintain
acceptable performance. Additionally, in this numerical experiment,
Re = 10*, At = 0.001,and ¢ = 1078,

The comparisons of vorticity contours for different methods with
the grid size of 129 x 129 are displayed in Fig. 3. It can be seen that
both the second-order” and fourth-order” central difference schemes
appear serious nonphysical oscillations, making it challenging to pre-
cisely capture the fine flow features. Although the fourth-order central
difference method could partially reduce the numerical oscillations,
the inherent non-dissipative characteristics of symmetric central differ-
ence schemes would still lead to severe numerical oscillation issues as
time advances. In contrast, our fourth-order upwind scheme not only
avoids the nonphysical oscillations but also accurately captures the fine
flow features. Figure 4 presents the comparison results of u- velocity
along the vertical centerline and v-velocity along the horizontal center-
line at different time levels, and these results are all in good agreement
with the well-established numerical solutions. Overall, for convection-
dominated problems with high Reynolds numbers and large gradients,
the fourth-order upwind scheme shows significant advantages.

E. The lid-driven square cavity flow problem

The lid-driven square cavity flow problem has been popular as a
benchmark problem for assessing numerical methods due to its advan-
tage of simple geometry for programing implementation and abundant
fluid phenomena. For the steady incompressible viscous flow at low
Reynolds numbers, scholars have obtained highly accurate numerical
solutions.'®*"*" ! For example, Marchi et al.”" acquired the numerical
results to the accuracy of the computational machine round-off error

by second-order finite volume method under 8192 x 8192 grids and
provided the variations of 11 selected variables across 38 Reynolds
number values between 0.0001 and 10 000. Erturk et al.” obtained the
accurate steady numerical solutions under 601 x 601 grids by the
fourth-order compact scheme of streamfunction-vorticity formulation
up to Reynolds number 20 000.

Considering a unit square computational domain, the upper wall
moves at a constant velocity u =1 while the other walls keep no-slip
boundary conditions. ¢ and &; are set to 107% and 1071°, At = 0.001.
In addition, all simulations start from a zero initial field except for the
upper wall. The kinetic energy is used as an evaluation metric, which is
defined as follows:

E(t) = J {u(x,y7 t)* + v(x, y, t)z] dxdy. (77)
(x,y)€(0,1]

To validate the accuracy of present methods without the analyti-
cal solution, we compute the cases for Re= 1000 and 3200. Table V
lists the quantitative comparison results of primary vortex, which are
in good agreement with these well benchmark solutions.'**"*" '
Taking the results of Marchi et al.”' as the analytical solutions, it can
be observed that the errors obtained by the present methods under
65 x 65 grids are even smaller than 6% and the spatial convergence
rates in Table VI are close to 4. Again, all these results prove the accu-
racy and effectiveness of the present method.

For unsteady flow, Auteri et al’? found that there is a critical
Reynolds number (8017.6 < Re;; < 8018.8) for the first Hopf bifur-
cation, where the flow regime transitions from steady state to time
periodicity, and the periodic flow transitions from time periodicity to
quasi-periodicity at another critical Reynolds number (9687 < Re,
< 9765) for the second Hopf bifurcation. However, different from
the above findings, Kalita and Gupta® indicated the flow regime still
keeps the time periodicity state for Re=10000. In Fig. 5, we present
the time-frequency characteristics diagrams for Re= 10000, which
proves the flow is a periodic state rather than a quasi-periodic state,
this conclusion is in agreement with the finding of Kalita and
Gupta." The period of a complete cycle is T=2.198 while the corre-
sponding frequency f=0.455. Figure 6 presents the evolution of
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FIG. 3. The contours of vorticity under 129 x 129 grids for the second-order central difference method” (left), Present method (center), and fourth-order central difference
method” (right) with (a) =6, (b) t=8 and (c) t= 10. Reproduced with permission from Comput. Math. Appl. 75, 3224 (2018). Copyright Elsevier.'®
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FIG. 4. Comparisons of the u-velocity along the vertical centerline and v-velocities along the horizontal centerline for the doubly periodic double shear layer problem with
(a) t=0.6, (b) t=0.8, and (c) t=1.0.
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TABLE V. Comparison of the properties of primary vortex for the lid-driven square cavity flow problem for Re = 1000 and 3200.

Source Grid size Min(y) Accuracy x y

Re =1000
Present 65 X 65 —0.11929 I 0.5313 0.5625
Ben-Artzi et al.” 65 X 65 —0.11803 K 0.5313 0.5625
Ben-Artzi et al.” 81 x 81 —0.11720 W 0.5250 0.5625
Present 129 x 129 —0.11891 W 0.5313 0.5625
Yu and Tian'® 129 x 129 —0.11835 W 0.5313 0.5625
Lu et al.”’ 129 x 129 —0.11842 W 0.5313 0.5625
Ghia et al.”’ 129 x 129 —0.11793 W 0.5313 0.5625
Wahab et al.”’ 601 x 601 —0.11894 Kt 0.5300 0.5660
Abdelmigid et al.” 601 x 601 —0.118 87 W 0.5308 0.5300
Erturk et al.”’ 601 x 601 —0.11894 K 0.5300 0.5650
Marchi ef al.”’ 8192 x 8192 —0.11894 W 0.5308 0.5652
Re =3200

Present 129 x 129 —0.12246 h* 0.5156 0.5391
Ghia et al.”’ 129 x 129 —0.12038 W 0.5165 0.5469
Abdelmigid et al.” 601 x 601 —0.12157 n 0.5175 0.5408
Marchi et al.”’ 8192 x 8192 —0.12182 W 0.5179 0.5403

TABLE VI. Comparison of errors for the Min(i/) and spatial convergence rates for

the lid-criven square cavity flow problem, bottom left corner. At this Reynolds number, the instability of the

flow is greatly increased and the flow phenomenon becomes very
complex.

Re=1000 Re=3200 In general, benefiting from the advantage of spatial fourth-order
Grid size Error Rate Error Rate accuracy and upwind scheme, the present method is demonstrated to
be an effective tool for problems with high Reynolds numbers and rela-
65 X 65 3.53(—4) 6.71(—3) tively sparse grids.
129 x 129 2.68(—5) 372 6.42(—4) 3.39

streamlines for one main period, and it can be seen that the main
feature of flow is no longer the appearance and disappearance of the
tertiary vortexes for Re = 8500, but a strong interaction of second-
ary, primary and tertiary vortexes, especially for the vortexes at the

F. Dipole-wall interaction problem

The dipole-wall interaction is taken from the works™ ™ as a
benchmark for analyzing transient interactions between vortexes and
walls in viscous incompressible flows. For this problem, as stressed by
Tyliszczak,® this seemingly simple test case turned out to be

x10°¢
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E(t+1)

0.10207

0.10206 |

i 0.455

Amplitude
[SC RIS E ) [© NN | o O 5

L 0910
A

1 L s L

0.10206 0.10207 0.10208
E(9)

(a)

0.0 0.5 1.0 1.5 2.0
Frequency

(b)

FIG. 5. Computed lid-driven square cavity flow of Re =10 000 with (a) phase portrait and (b) power spectrum of kinetic energy.
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(8) k=6 (h) k=7

(i) k=8

FIG. 6. Evolution of streamlines and the cyclic flow nature of one main period for the lid-driven square cavity flow at t = ) + kT /8 for Re=10000 with (a) k=0, (b) k=1,

() k=2, (d) k=3, (6) k=4, () k=5, (g) k=6, (h) k=7, and (i) k=8.

extremely difficult from the point of view of achieving mesh-
independent solutions. Due to the intense interaction initiated by the
collision of dipoles with the wall, resulting in phenomena such as the
fragmentation and deformation of vortexes, the wall grid resolution is
crucial for accurately capturing the vortex morphology. We choose
this particular case primarily to assess the ability of the present
method to capture vortex morphology under uniformly sparse grid
configurations.

The initial flow field is represented as two counter-rotating vortexes
centered at the location (x1, ;) = (0,0.1) and (x2,y,) = (0, —0.1). In
the form of streamfunction-velocity, it can be expressed as follows:

u(x,3,0) = =5 0y = ) exp(~(1 /o))

£y ep(-/nf), )

V5,7,0) = 5005 = 3) exp(~( /o))
f%we(xfxz)exp(f(rz/ro)z), (79)

Y (x,5,0) = iweré(eXp(—(ﬁ/ro)z) —exp(—(r2/n0)")),  (80)
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FIG. 7. Vorticity contours at selected time for Re = 1250 for dipole-wall interaction problem with (a) t=0.0, (b) t=10.2, (c) t=0.4, (d) t=10.6, (¢) t=0.8, and (f) t=1.0.

where 7, =0.1 is the radius of the vortexes. 1 In addition, the ¢ and At are set as 10~% and 0.0001, respectively. The
_ 2 N2 _ Ry N2 computation domain is configured as —1 < x,y < 1.

B \/(x 0)"+ =) andn = \/(x %2)" + (7 = y2)” are the In Fig. 7, we present the vorticity contours at the selected time for
distance from the center of vortexes. , is the extremum of vorticity ?t Re=1250. Tt can be observed that the vortexes undergo their first colli-
r12 = 0, which is set approximately to 300 according to Tyliszczak.” sion with the wall between the instance =02 and (=04

TABLE VII. A summary of the values for the first two maxims of the enstrophy for the dipole-wall interaction problem. Note: PS: pseudo-spectral method, FD-2nd: second-order
finite difference method, FD-4th: fourth-order finite difference method.

Re Source Method Grids t Q(t) t Q(t)
Present FD-4th 257 x 257 0.371 949.5 0.657 301.2
Present FD-4th 513 x 513 0.371 924.5 0.648 303.9
Tyliszczak™® FD-4th 512 x 512 0.374 881.6 0.653 302.6
625 Tyliszczak ™ FD-4th 1024 x 1024 0371 9314 0.648 305.0
Clercx and Bruneau™ PS 256 % 256 0.371 933.6 0.648 305.2
Clercx and Bruneau™ FD-2nd 1024 x 1024 0.371 932.8 0.647 305.2
Present FD-4th 257 x 257 0.343 2028.6 0.599 7347
Present FD-4th 769 X 769 0.341 1880.8 0.616 721.2
1250 Clercx and Bruneau®” PS 384 x 384 0341 1899.0 0.616 725.3
Clercx and Bruneau™ FD-2nd 1536 x 1536 0.341 1891.0 0.616 724.9
Phys. Fluids 36, 063601 (2024); doi: 10.1063/5.0209396 36, 063601-14

Published under an exclusive license by AIP Publishing

12:62:10 ¥20Z AInr 2L


pubs.aip.org/aip/phf

Physics of Fluids

06
sk
04F
~03f
02F
o1f
0303
06 06
sk sk
04F 04f
~03f ~03f
02f 02F
o1f o1f
0303 9403

(d)

FIG. 8. Comparison of local vorticity contours at t=1 under 513 x 513 grids for
dipole-wall interaction problem with (a) Lu et al.,>' (b) Yu and Tian,'® (c) Present,
and (d) Clercx and Bruneau.*

Subsequently, the post-collision vortexes experience another collision
with the wall between t = 0.6 and t= 0.8, and the upper and lower vor-
texes consistently maintain a symmetrical shape in this process. Table
VII tabulates a summary of the values for the first two maxims of the
enstrophy, which corresponds to the two moments of dipole-wall colli-
sion. These quantitative results confirm the good agreement between
our method and the benchmark solutions**** even under spare grids.
Additionally, the streamfunction-velocity method also demonstrates

higher accuracy compared to the fourth-order pressure-velocity coupled

ARTICLE pubs.aip.org/aip/pof

projection method of Tyliszczak.™ due to the advantages of velocity-
pressure decoupling and more accurate boundary setting. A comparison
of local vorticity contours at =1 under 513 x 513 grids is shown in
Fig. 8, it can be seen that the second-order upwind methods'**" cannot
accurately capture the vortex morphology near the horizontal line
y=0, while the results obtained by the present fourth-order upwind
method are in good agreement with the vortex morphology of the
benchmark solution obtained by the spectral method.™*

Consider that there is no analytical solution to this problem, and
the flow quantities vary significantly near the boundary layer and the
center of the vortex. Data from specific grid points close to the center of
the vortex in the upper right plane, available in all grid configurations,
are extracted for convergence rates analysis. Taking the solution at =1
under 1025 x 1025 grids as the analytical solution, the results of spatial
convergence rates are presented in Table VIIL It can be seen that even
for the dramatic unsteady problem where the vortexes interact with the
wall in a complex way, the convergence rates are still close to four. In
general, the present high-order upwind method is an effective tool for
capturing the dynamical behavior of complex small-scale vortexes.

V. CONCLUSIONS

In this paper, we develop an upwind compact difference
method to solve the streamfunction-velocity formulation of the 2D
unsteady incompressible N-S equations. By weighted combining the
first-order partial derivatives of streamfunction (velocities) using dif-
ferent compact difference schemes to approximate the biharmonic
and convective terms, we can deduce a fourth-order spatial accuracy
upwind compact scheme. Discrete von Neumann linear stability
analysis proves the present methods are unconditionally stable. Six
numerical experiments involving three test problems with the ana-
lytic solutions, doubly periodic double shear layer flow problem,
lid-driven square cavity flow problem, and dipole-wall interaction
problem validate the accuracy, resolution, and efficiency of this newly
proposed scheme.

Benefiting from the characteristic of fourth-order spatial accu-
racy, the present methods demonstrate to be less time-consuming by
adopting sparse grids to achieve the same level of accuracy, which
have high efficiency close to the second-order upwind scheme'®
under the same grids. In addition, the upwind property makes it

TABLE VIIl. Comparison of absolute errors and spatial convergence rates for specific grid points (xo, yo) close to the center of the vortex in the upper-right plane for the dipole—
wall interaction problem at t = 1. Note: (xo, yo) = (0.804 687 5,0.257 812 5) for Re = 625, (xq, yo) = (0.851 562 5,0.257 812 5) for Re = 1250.

v ®

Re Grid size Value Error Rate Value Error Rate
257 0.34426 1.76(—3) . 101.767 62 7.51(—1) .

513 0.345 82 1.95(—4) 3.17 102.448 65 6.37(—2) 3.55

625 769 0.34599 1.71(—5) 6.00 102.504 64 7.74(—3) 5.20
1025 034601 . . 102.512 38 . .

257 0.399 00 6.58(—3) . 146377 47 2.36(1) .

513 0.406 29 7.09(—4) 322 169.005 44 9.67(—1) 461

1250 769 0.405 65 7.51(—5) 5.54 169.91291 5.95(—2) 6.88
1025 0.405 58 - 169.972 39 . .

12:62:10 ¥20Z AInr 2L

Phys. Fluids 36, 063601 (2024); doi: 10.1063/5.0209396 36, 063601-15

Published under an exclusive license by AIP Publishing


pubs.aip.org/aip/phf

Physics of Fluids

suitable for flow problems with large gradients and high Reynolds
numbers.

Finally, it is worth pointing out that an extension of the present
high-order upwind compact difference approach for the
streamfunction-velocity ~formulation to the three-dimensional
unsteady incompressible N-S equations as well as turbulent flow prob-
lems is under way.
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