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In� uence of Turbulence Modeling on the Performance Prediction
for Rocket Engine Nozzles

Frank A. Haidinger¤

Daimler–Benz Aerospace, 81663 Munich, Germany

The � ow through a nozzle of an advanced rocket engine with and without the injection of a cooling � lm has
been studied using a Navier–Stokes method. The main focus of this study is the in� uence of the choice of the
turbulence model on the performance prediction of a � lm-cooled nozzle. Results obtained demonstrate that an
algebraic model signi� cantly underestimtes the thrust and speci� c impulse of a nozzle. It is shown that there are
remarkable differences between the predictions of the turbulence models for the loss in nozzle performance caused
by the cooling of the wall.

Nomenclature
c = sonic velocity
c f = skin friction coef� cient
FI , g i = inviscid � uxes
F(Mat ), F1 = functions in the turbulence models
FV , g i = viscous � uxes
h = enthalpy
Isp, vac = speci� c impulse of engine at vacuum conditions
J = metric Jacobian
k = turbulent kinetic energy
L = reference length
Ma = Mach number
Mat = turbulent Mach number
Pr = Prandtl number
Prt = turbulent Prandtl number
p = pressure
pd = pressure dilatation
Q = conservative solution vector
q = heat � ux
Re = Reynolds number
Ret = turbulent Reynolds number
t = time
U = velocity
u1, u2, u3 = Cartesian velocity components
x1, x2, x3 = Cartesian coordinates
y = wall normal distance
a , a 1, a 2 = turbulencemodel constants
b , b ¤ = turbulencemodel constants
c = turbulencemodel constant
d i j = Kronecker delta function
e c = compressible dissipation
g 1, g 2 , g 3 = curvilinear coordinate components
j = von K·arm·an constant
l = molecular viscosity
l t = turbulent viscosity
q = density
r , r ¤, r 2 = turbulencemodel constants
t = shear stress
x = turbulent dissipation rate
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Subscripts

c = chamber value
t = turbulent quantity
w = wall value
1 = freestream value

I. Introduction

T HE increasingneed for the transportationof payloadinto Earth
orbit and the increasing weight of payload, sets up the chal-

lengefor thedevelopmentof new launchsystemsand morepowerful
rocket engines.

The increasing chamber pressure and temperature of newly de-
veloped engines decrease the safety margins of the materials avail-
able today. Large efforts, such as the injection of cooling � lms,
must be made to ensure that the heat transfer does not damage
the structure. The limits are pushed forward into a regime where
handbookmethods and commonly used engineering tools reach the
limits of their validity.This strengthens the need for the application
of advanced development tools such as computational � uid dynam-
ics (CFD) methods in the design process of next-generationrocket
engines.

During the past years, ef� cient numerical schemes for the solu-
tion of the compressible Navier–Stokes equations have been devel-
oped and veri� ed. Their main advantage is the universal applica-
bility without calibration for each newly developed type of engine
(which is usually not the case for engineeringmethods). It has been
demonstrated successfully that these CFD methods can be used as
an ef� cient design tool.1

Among the most important � ow phenomena occurring in nozzle
� ows are the chemical reaction processes of the gases in the � ow
and the turbulent motion of the � ow. Particularly for � lm-cooled
nozzles,the turbulentmixingof the injected� lmand themain stream
decides on the length, and thus, the ef� ciency of the cooling � lm.
Therefore, some recent studies of � lm cooling for advanced nozzle
design concentratedon the basic � ow phenomena,such as wall heat
transfer, turbulent mixing of the � lm, and the main jet and cooling
� lm stability.2¡4

While the development of turbulence models for incompressible
� ows has reached a state where � ows can be predicted for engi-
neering purposes with at least reasonable accuracy, the database of
compressible � ow experiments for the development of turbulence
models is small. Therefore, it is necessary to verify turbulencemod-
els used for the calculation of high-speed � ows by a careful com-
parison to reliable experiments, and to assess the uncertainty in the
� ow prediction for relevant nozzle-designcriteria. Under this light,
the present study has been conducted to get an impression of the
impact of turbulence modeling on the performance prediction for
� lm-cooled nozzles.
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524 HAIDINGER

II. Numerical Method
An accurateand ef� cientway to predict the performanceof a noz-

zle is the solution of the Favre-averaged Navier–Stokes equations
for selected points of the operating envelope of the engine.

Basic equationsfor the viscous� ow of an equilibriumreal gas in a
generalizedcoordinatesystem( g 1 , g 2, g 3 ) can be written in the form

¶ Q
¶ t

J ¡1 C
3X

i D 1

¶
¶ g i

FI , g i ¡ Re¡1
1 FV , g i D 0 (1)

with Q D ( q , q u1, q u2 , q u3, e)T ; the inviscid � uxes FI , g i ; and the
viscous � uxes FV , g i . J is given by J D ¶ ( g 1 , g 2, g 3)/ ¶ (x1 , x2, x3);
the Reynolds number is de� ned by the reference values Re D
q 1U1 L / l 1 .

The Favre-averagedNavier–Stokes equations[Eq. (1)] are solved
by an implicit second-order � nite volume Newton-type relaxation
scheme. The derivatives of the inviscid � uxes are approximated by
a symmetric total variation diminishing scheme,5,6 using a Roe-
averaged four-argument minmod limiter.7,8 Second-order deriva-
tives are expressed by central differences. At each time step, a
Newton method with a line Gauss–Seidel relaxation in alternating
directions is employed to compute the solution. The equilibrium
real gas properties are calculated using spline functions from sur-
faces of state (generated using the NASA Lewis Research Institute
code9).

Thrust and speci� c impulse of the nozzle are evaluated by the
integrationof pressure,density,and velocity (impulse), over the exit
plane of the nozzle.To check for the convergenceof the calculation,
the mass � ux is evaluated at several cross sections of the nozzle.

A more detailed presentation of the numerical method, together
with a descriptionof the implementationof the two-equation turbu-
lence models, can be found in Refs. 10 and 11.

III. Turbulence Modeling
A. Algebraic Models

A common approach for industrial applications is the use of al-
gebraic eddy–viscosity turbulencemodels for the descriptionof the
turbulent behavior of the � ow. Their main advantages are a simple
implementationin thenumericalmethodand an acceptableaccuracy
of the solution for a variety of � ow problems.

In the presentstudy, the popularBaldwin–Lomax model (BLM)12

has been used as a basic reference. It is based on Prandtl’s mixing-
length hypothesis, and requires damping terms to mimic near-wall
behavior and far-wall intermittency.

A more recentapproachin algebraicturbulencemodeling is based
on the renormalization group (RNG) theory introduced by Yakhot
and Orszag.13 While an RNG model is functionally the same as a
mixing length model, it does not require damping functions or em-
pirical boundary-layer transition models. This makes it a viable al-
ternative to the traditionalmixing-lengthmodels for complex three-
dimensional � ows. Under this light, the model of Kirtley14 has been
chosen to study the potential of algebraic RNG models for the pre-
diction of complex nozzle � ows.

B. Two-Equation Models

A more sophisticated ansatz to model the turbulence in the � ow
is the solution of additional equations for a turbulent velocity scale
and a turbulent length scale. Within the frame of this study, k is
taken as a squared velocity scale and the mean frequency of the
energy containing eddies x to determine the turbulent length scale.
The equations solved additionally to the mean � ow equations are
given in a general form by

¶ q k

¶ t
C

¶ q ku j

¶ x j
¡ 1 ¡ a 1Ma2

t t i j
¶ ui

¶ x j
C 1 C a F(Mat )

¡ a 2Ma2
t b ¤ q x k ¡

¶
¶ x j

l C r ¤ l t
¶ k

¶ x j

D 0 (2)

¶ q x

¶ t
C

¶ q x u j

¶ x j
¡ c C a 1Ma2

t

q

l t
t i j

¶ l i

¶ x j

C
b

b ¤
¡ a F(Mat ) C a 2Ma2

t b ¤ q x 2

¡
¶

¶ x j
( l C r l t )

¶ x

¶ x j
¡ (1 ¡ F1) r 2

2q

x

¶ k

¶ x j

¶ x

¶ x j
D 0 (3)

with

t i j D l t
¶ ui

¶ x j

C
¶ u j

¶ xi

¡ 2

3
d i j

¶ uk

¶ xk

¡ 2

3
d i j q k (4)

Five models were selected for the comparison, namely, the high
Reynolds number k-x model,15 the Wilcox hypersonic (HYP) k-x
model,16 the lowReynoldsnumberk- x model,17 theMenterbaseline
(BSL) model, and the Menter shear-stress transport (SST) model.18

All models are based on the high Reynolds number version of the
k-x model.

The k- x model is the model of choice for wall-bounded � ows
with complex geometries. Unlike most of the other two-equation
models, the k-x model does not need any damping functions in the
wall vicinity, a feature that makes it independent from geometrical
restrictions.

The two models of Menter18 differ from the other three Wilcox
models15¡17 by the reintroduction of a cross-diffusion term, which
has been neglected by Wilcox in his approach. Formally, this trans-
forms the k-x model into a k-e model. Because the cross-diffusion
term is damped by a blending function in the vicinity of a wall, the
Menter models show a very similar behavior near walls as the k-x
models, but avoid the known sensitivity to freestream values of the
k-x model. An additional advantageof the Menter SST model is an
improved performance for adverse pressure gradient � ows because
of a modi� cation of the eddy viscosity to accountfor the anisotropic
behaviorof the turbulentshear stress.Table1 summarizesall models
used in this study.

The basicmodels,presentedearlier(exceptfor theHYP model16),
are models for incompressible turbulence. They can be applied to
compressible� ows within the validity range of Morkovin’s hypoth-
esis, that � uctuations of total temperature and pressure are much
smaller than their mean values. For boundary-layer� ows, this is the
case up to Mach numbers at the boundary-layeredge of about 4–5.

Several studies of compressibilityeffects in turbulencehave indi-
cated that dilatational effects, namely, compressible dissipation e c

and pressuredilatation pd , may play a role for hypersonic� ows.19,20

Therefore, the model of Zeman,21 for the compressibledissipation,
and the model of Sarkar et al.,22 for the pressure dilatation, have
been included:

a D 0.75, F(Mat ) D 1 ¡ exp ¡(Mat ¡ 0.25)2/ 0.662

(5)

a 1 D 0.4, a 2 D 0.2, Mat D
p

2k/ c

In the case of the HYP model, the original model constants have
been used:

a D 1.5, F(Mat ) D Ma2
t ¡ 0.252

(6)
a 1 D 0, a 2 D 0

The turbulent heat � ux in the energy equation is assumed to be
proportional to the mean temperature gradient, so that

qT j D ¡
l t

Prt

¶ h

¶ x j

(7)

where the turbulent Prandtl number is assumed to be 0.90.

IV. Results
A. Validation of Prediction Accuracy

For the validation of the code, the performance of the nozzle
of an existing engine has been calculated using various turbulence
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526 HAIDINGER

Table 2 Validation of turbulence models

Turbulence model Level D Isp,vac

BLM Algebraic model ¡3.2 s
WHR Two-equation model C0.2 s
HYP Two-equation model C0.1 s
BSL Two-equation model C0.1 s
SST Two-equation model C0.0 s
WLR Two-equation model C2.8 s
WHR C e c C pd Two-equation model C3.4 s

Fig. 1 Computationalgrid, validation case.

models. The nozzle geometry and the computationalgrid (80 £ 256
cells, axisymmetric) are shown in Fig. 1. The boundary layer has
been resolvedwith about30– 40 cells,with the cell centerof the � rst
cells at a wall lower than yC D 0.5.

The � ow conditions used were given by the chamber pressure
Pc ¼ 101 bar, and the mixing ratio (O/F ) of H2 and O2 ¼ 5.9, as an
average from a series of several thrust chamber tests of the engine.
Because the nozzle is actively cooled by a dump � ow in cooling
channelsdownuntilthenozzleexit, thewall temperaturedistribution
was prescribed as a linear distribution between experimental data.
At the nozzle exit, all � ow variables have been extrapolated to the
exterior, and at the axis, a symmetry condition has been applied.

Calculations have been made for turbulent � ow using the alge-
braic BLM and a variety of two-equation models of the k-x type.
The primary results of the calculations are thrust, effective speci� c
impulse, and wall pressure distribution for the given contour.

As a result, from the evaluation of the test data, a measured spe-
ci� c impulse can begiven.In the thrustchamber tests, severaleffects
are present, which in� uence the performance, but are not simulated
by the numerical investigation.Among the most important of these
effects are the incomplete combustion in the chamber, the deforma-
tion of the nozzle by thermal and mechanical loads, the impurity
of the propellants, the base pressure, and the thrust from the dump
� ow, which is expanded by small nozzles at the end of the cool-
ing channels. Thus, the measured speci� c impulse is not directly
comparable with the numerical value.

Because the thrust chamberef� ciency (loss causedby incomplete
combustion) is dominating all of the other effects, it is possible to
make an estimate for these minor effects. The missing effect from
the incomplete combustion is determined by tests with a subscale
versionof the chamber. Thus, a � nal referencevalue for the speci� c
impulse from the experiment can be given. For the comparison of
the numerical performance predictions, the deviation from the ex-
perimental reference value for the speci� c impulse under vacuum
conditionsD Isp,vac is evaluated (Table 2).

The comparisonbetween numericaland experimentaldata shows
that the algebraic BLM gives a suf� ciently lower value for the spe-
ci� c impulse, whereas most of the two-equation models predict
values close to the experimental reference value. Only the low-Re
versionof thek-x modeland the standardk-x model with compress-
ibility effects included predict values higher than the experimental
reference value.

The wall pressure distribution (Fig. 2) shows a good agreement
of all two-equationmodels, whereas the BLM differs from all other
models. The skin friction (Fig. 3) predicted by the BLM is suf� -

Fig. 2 Wall pressure distribution, validation case.

Fig. 3 Skin friction distribution, validation case.

ciently larger than the prediction of the two-equation models. This
increased wall friction induces the underprediction of the speci� c
impulse. The decreased friction in the case of the Wilcox low Re
(WLR) and the extended Wilcox high Re (WHR) (with dilatational
effects included) leads to an overpredictionof the speci� c impulse
by these two models.

It is interesting to see that the HYP model, which has an ansatz
for the compressible dissipation included, does not overpredict the
speci� c impulse in contrast to the extended WHR. This indicates
that the strong decrease in skin friction observed with this model is
a result of the in� uence of the pressure dilatation terms. This is not
surprisingbecause there are some indications for some de� ciencies
in the modelization of compressibility effects in turbulence.

Finally, it should be mentioned that the waviness in the wall pres-
sure and the skin friction in the case of the BLM is caused by the
variation in the prescribed wall temperature. This variation has no
visible in� uence on the skin friction predicted by the two-equation
models.

B. Performance Prediction for Clean Nozzle Flow

During the design process of a nozzle, it is important to study
all effects in� uencing the performance of the nozzle. For a better
understanding of the effects, we � rst study them on a clean nozzle
operated at the same chamber conditions as the � lm-cooled nozzle.
These were given by the chamber pressure Pc D 117 bar and the
mixing ratio (O /F ) of H2 and O2 D 7.2.

The contourof a generic � lm-coolednozzle has been designedas
a basic contourwith two steps of constant height for the two-staged
injection of the cooling � lm. This basic contour is taken as the
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HAIDINGER 527

Table 3 In� uence of the wall temperature,
clean nozzlea

Turbulence model Level D Isp,vac

BLM Algebraic model ¡5.6 s
SST Two-equation model ¡2.6 s

aDifference between adiabatic and cold wall.

Table 4 In� uence of turbulence modeling, clean nozzle

Turbulence model Level D Isp,vac Wall

SST Two-equation model Reference Adiabatic
BLM Algebraic model ¡3.2 s Adiabatic
SST Two-equation model Reference Cold
BLM Algebraic model ¡6.2 s Cold
RNG Algebraic model ¡5.4 s Cold
WHR Two-equation model C0.2 s Cold
HYP Two-equation model C0.0 s Cold
BSL Two-equation model C0.0 s Cold

Fig. 4 Computationalgrid, clean nozzle.

contourof the clean nozzle. The contour and the computationalgrid
(20,480 cells, axisymmetric) used for the computations is shown in
Fig. 4. The boundarylayerhasbeen resolvedwith about30–40 cells,
with the cell center of the � rst cells at a wall lower than yC D 0.5.
Again,at the nozzleexit, all � ow variableshavebeen extrapolatedto
the exterior, and at the axis, a symmetry condition has been applied.
At the wall, a no-slip condition has been implemented.

Based on the results presented in the preceding text, the SST
model is chosenas a referencemodel for theperformanceprediction.

In the case of the generic nozzle contour used for this study, as
well as during early stages of the design process of a nozzle, the
cooling channels, and thus, the heat transfer to the wall and the wall
temperature are not de� ned. Therefore, a wall temperature distri-
bution is estimated. To check the uncertainty of such an estimate,
the performanceis calculated for cold wall conditionsand adiabatic
wall conditionsas well. The loss in the speci� c impulse, becauseof
the cold wall D Isp,vac, is shown in Table 3 for the algebraic BLM
and the Menter SST two-equation model as typical representatives
of each level of turbulence modeling.

The results show a remarkable difference in the prediction of
D Isp,vac between both turbulence models. Because this cannot be
explainedwithout quantifyingthe in� uenceof turbulencemodeling,
the impact of the choiceof the turbulencemodel on the performance
prediction for this � ow is shown in Table 4.

As observed in the validation test case, two distinct levels for
the speci� c impulse can be identi� ed. One low level is predicted
by the algebraic models, and a signi� cantly higher one by the two-
equation models. The predictionsof the two-equationmodels are in
remarkably good agreement.

Table 4 shows additionally that the difference between the pre-
dictions of the two classes of turbulence models is larger in the
case of the cold wall than that for an adiabatic wall condition.This
is in agreement with results from a study of the basic behavior of
turbulence models presented in Ref. 19.

Mach number and pressure distribution of the calculations with
the SST model (reference calculations) are shown in Figs. 5 and 6

Fig. 5 Mach number distribution, adiabatic wall, clean nozzle.

Fig. 6 Pressure distribution (log p/p 1 ), adiabatic wall, clean nozzle.

Fig. 7 Mach number distribution, cold wall, clean nozzle.

Fig. 8 Pressure distribution (log p/p 1 ), cold wall, clean nozzle.

for adiabatic wall conditions, and in Figs. 7 and 8 for cold wall
conditions. While there seems to be no in� uence on the pressure
distribution, in the case of the cold wall condition an increased
boundary-layer thickness can be noticed. This induces a loss in
speci� c impulse because of increased friction losses.

C. Performance Prediction for a Nozzle with Film Injection

For the study of the in� uence of turbulence modeling on the
performance prediction of a � lm-cooled nozzle, two constant steps
on the clean contour are de� ned to simulate the two-stage injection
of a cooling � lm.

To achieve comparable results with those of the clean nozzle,
the same chamber conditions for the main � ow have been used. The
injectionconditionsfor the two injected� lms havebeen chosenwith
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528 HAIDINGER

Table 5 In� uence of turbulence modeling, � lm-cooled nozzle

Turbulence model Level D Isp,vac Wall

SST Two-equation model Reference Adiabatic
BLM Algebraic model ¡1.9 s Adiabatic
SST Two-equation model Reference Cold
BLM Algebraic model ¡4.0 s Cold

Fig. 9 Computational grid, � lm-cooled nozzle.

Fig. 10 Detail of computational grid, � lm-cooled nozzle.

staticpressurematched to the wall pressureat the injectionpoint and
generic values for mass � ow, total pressure, and total temperature.

The contour and the computational grid with three blocks (80 £
212, 112 £ 30,148 £ 58 D 28,904cells,axisymmetric), used for the
computationspresentedin the following,are shownin Figs.9 and10.
The boundary layer has been resolved with about 30– 40 cells, the
mixing layers with more than 60 in the second block and more than
100 cells in the last block. Throughout the whole computational
domain, the cell center of the � rst cells are closer to the wall than
yC D 0.5. As in the previous cases, at the nozzle exit all � ow vari-
ableshavebeen extrapolatedto theexterior,and at the axisa symme-
try condition has been applied. At the wall, a no-slip condition has
been implemented. Again, the Menter SST model has been chosen
as the reference model for the performance prediction.

A comparison of the speci� c impulse predicted by the algebraic
BLM to the prediction of the Menter SST two-equation turbulence
model (Table 5) shows that the value of the algebraic model is
signi� cantly lower than the speci� c impulse predicted by the two-
equation model. This is in accordance with the results obtained for
the clean nozzle � ow.

In comparison with the clean nozzle � ow in the case of the � ow
with � lm injection, the wall boundary condition is changed down-
streamof the � lm injection.Therefore,the impact of thewall bound-
ary condition in combination with the choice of turbulence model
must be evaluated again.

As in the clean nozzle case, the speci� c impulse is decreased by
the transfer of energy to the cooled wall (Table 6). The absolute
� gures of the loss in speci� c impulse cannot be compared with
each other because of the increased mass � ow in the case with � lm
injection.

Table 6 In� uence of the wall temperature,
� lm-cooled nozzlea

Turbulence model Level D Isp,vac

BLM Algebraic model ¡4.8 s
SST Two-equation model ¡2.7 s

aDifference between adiabatic and cold wall.

Fig. 11 Skin friction distribution, � lm-cooled nozzle.

Fig. 12 Wall pressure distribution, � lm-cooled nozzle.

The loss in speci� c impulsecan also be identi� ed by the increased
skin friction parameter (Fig. 11) for both turbulencemodels. Again,
the variation in the skin friction predicted by the algebraic BLM
in the cold wall case is caused by the variation in the prescribed
wall temperature. The difference between the curves indicates the
difference in the prediction of the speci� c impulse because of the
changed friction loss.

Figure 12 shows that the algebraicBLM and the MenterSST two-
equation model almost agree in the prediction of the wall pressure.
Only a minor effect of the wall boundary condition can be noticed
by the slight decrease in the wall pressure in the case of the cold
wall.

Mach number and pressure distribution of the calculations with
the SST model (referencecalculations) are shown in Figs. 13 and 14
for adiabatic wall conditions, and in Figs. 15 and 16 for cold wall
conditions. As in the clean � ow case, no difference in the pressure
distribution can be noticed, whereas the boundary-layer thickness,
and, therefore, the friction losses, are increased in the cold wall
case.
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Fig. 13 Mach number distribution, adiabaticwall, � lm-cooled nozzle.

Fig. 14 Pressure distribution (log p/p 1 ) adiabatic wall, � lm-cooled
nozzle.

Fig. 15 Mach number distribution, cold wall, � lm-cooled nozzle.

Fig. 16 Pressure distribution (log p/p 1 ), cold wall, � lm-cooled nozzle.

V. Concluding Remarks
It has been shown that the nozzle performance prediction is in-

� uenced signi� cantly by the choice of the turbulence model. The
veri� cation test case has demonstrated that the differencesbetween
algebraic and two-equation models are mainly caused by the over-
prediction of friction losses by algebraic models.

Whilediscrepanciesbetweenalgebraicand two-equationsmodels
are moderate for adiabatic� ow, large deviationsexist in the case of a
coldwall condition.This indicatesnotonly that turbulencemodeling

has an impact on the performance prediction itself, but also that the
in� uence is strongly dependent on the wall condition.

Therefore, a design for both clean and � lm-cooled nozzles must
be based on predictions using a two-equation turbulence model.
Because the variation of the predictions between the two-equation
models tested is very low, all of the two-equation models seem to
be adequate for future investigationsof nozzle � ow.
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